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1 Introduction

Administrative data sources are increasingly being made available for research purposes. The increased use of administrative data sources as a basis for survey sampling methodologies widen the scope and capacity for linking administrative data and survey data for research purposes. Furthermore, the potential for such linkage is enhanced by the bridging of scientific and civil service data infrastructures and the deeper integration of science and the policy making process. By linking data, policy makers can validate their data with scientifically driven measures and social scientists can better engage in questions with direct relevance for policy makers.

This potential is not easily realised however. The data infrastructures of administrative data sources and social surveys are generally governed by different laws, different ethical practices and different priorities and purposes. Operating across these differences poses several challenges.

Building on task 6.2 and Work package 6 in the SERISS project, this report addresses the legal requirements and ethical challenges in linking administrative data and survey data. This document is the output of deliverable 6.6 that aims to provide an overview of administrative data usage in Social Science Research in Europe, and specifically in survey research.

Work Package 6 of the SERISS project addresses the major legal and ethical challenges facing cross-national social science research which relies on access to large-scale data on an individual level. The focus is on social surveys and the use of new data types in a social survey context in particular, including biomarker, social media data and administrative data.

The focus of Task 6.2 was the legal requirements and ethical challenges that may come about when survey data are linked with administrative data sources. The task addresses the issues that need to be taken to meet these challenges in order to increase and improve the research use of these data sources. The main purpose of this report was to provide an overview of the legal and ethical issues in, and to overcome possible barriers to, research use of administrative data. As such this deliverable is aimed at researchers and infrastructures managing new forms of data.

Administrative data can be defined as the “information collected primarily for administrative purposes […] collected by government departments and other organizations for registration, transactions and record keeping”\(^2\). The value of micro-level administrative data for social science empirical research and public policy evaluation has been extensively recognized in different sectors, given the rich demographic and socio-economic information recorded (Connelly et al., 2016; Card et al., 2010).

More specifically, there are crucial differences between survey microdata and administrative data, well summarized by Card et al. (2010). First, administrative data covers (significantly)

\(\text{European Commission, Directorate-General for Research and Innovation (2016: 45).}\)

\(\text{See https://adrn.ac.uk/for-the-public/faq/about-the-data/}.\)
larger proportions of the population – in some instance’s full population records\(^3\) (as in population registers) - when compared to most social surveys. It is easily apparent why larger samples are very attractive to researchers: a good example could be the study of factors associated with educational attainment among specific social groups (e.g. ethnic minorities) in small geographical areas or instances of rare behaviors or population characteristics.

Secondly, most administrative data have a longitudinal structure that allows researchers to include a time dimension in their analysis\(^4\) and, for example, track long-term effects of certain events (illness, job loss, etc.) or evaluate the pre and post policy implementation contexts in a given area. These authors also argue that administrative data provide higher quality information when compared to most survey sources (which tend to be more prone to non-response, attrition and other types of measurement bias), covering also areas that are not included in social surveys (Card et al., 2010). However, administrative data sources are not primarily collected or oriented towards specific scientific research purposes and might even require some data preparation (e.g. constructing and recoding variables) before the analysis.

The use of administrative data linked to surveys in social science research, despite not being widespread, has been increasingly recognized as a good research practice (Card et al., 2010; Connelly et al., 2016; Poulain and Herm, 2013). Several researchers and organizations have indeed advocated for the development and expansion of access to administrative microdata, given that it is “critical for cutting-edge empirical research” (Card et al., 2010: 1). In particular, when administrative data is linked to survey data, there is the potential added benefit of data validation, i.e. the researcher can use the survey data in order to assess the accuracy of the administrative data records.

Furthermore, there is another important gain derived from the usage of administrative data associated with the fact that part of the information that social scientists are interested in measuring is already captured by administrative records. The usage of administrative data can then contribute to reduce the burden on survey respondents which represents an important goal in social science research, not only due to the rising costs of survey data collection, but also because administrative records can potentially provide a more comprehensive picture in certain domains (for example, tax records or social security payments data).

These benefits of administrative data linkage are well known, widely accepted and there is broad consensus that administrative data linkage should be encouraged to facilitate better science. However, there are several obstacles and barriers to administrative data linkage. Foremost of these are statistical disclosure concerns and data privacy legislation which have been at the forefront of the arguments advanced by data owners/custodians – typically national statistical offices – to restrict and limit access to administrative data. The strictness of data protection legislation varies by country, which creates additional challenges to

\(^3\) The collection of data has a legal basis and residents must ensure that certain personal data are recorded as required by government-controlled administrative systems.

\(^4\) On what concerns population registers, Poulain and Herm (2013: 202) note: “A central register makes it possible to bring together all the events involving a given individual, exhaustively for the entire population”.
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programs designed to provide access to administrative data from different countries (e.g. Data without Borders of the International Data Access Network).

In recent years however there have been several national and European legislative initiatives to improve access to administrative data. At the international level, the General Data Protection Regulation (GDPR), EU Regulation 2016/679 focuses on the protection of personal data and the free movement of such data, replacing the EU Data Protection Directive (95/46/EC). The primary intention of GDPR is to harmonize data protection law across the EU. GDPR places more obligations on the data controller and processor than the former Directive 95/46/EC – the Regulation lists the overall principles relating to any handling of personal data, in which the controller is responsible for, and must be able to demonstrate compliance with those principles. The GDPR also includes important exemptions from purpose limitation - personal data collected for one purpose should not be used for a new (incompatible) purpose - for research and archiving of personal data, granting that scientific research shall not be considered to be incompatible with the initial purposes (‘purpose limitation’). This creates the conditions for the reuse of personal data for scientific research, if the appropriate data protection safeguards are in place.

These developments have also been mirrored within the scientific community by the widespread adoption of the FAIR principles for data access. These principles outline how data should be made findable, accessible, interoperable and reusable. This is of considerable relevance for administrative data in the social sciences as it could be broadly said to fail on all counts. There are significant impediments on all four points and the development of FAIR data infrastructure within the context of the European Science Cloud could be an opportunity to rapidly increase the findability, accessibility, interoperability and reusability of administrative data for the social sciences and beyond.

In addition to the legal facilitation of access to administrative data for research purposes and pursuit of the FAIR principles, there have also been several technical developments which further enable secure administrative data access and can potentially provide new and secure ways to access the highly sensitive yet scientifically pertinent data that administrative records contain. The aim of this report is to provide an overview of these legal, ethical and technical developments in administrative data linkage and evaluate potential future frameworks for such linkage in the context of the European Research Infrastructure landscape.

The report begins with a general overview of research that has utilized administrative data for research purposes and examines the different frameworks used for accessing, linking,

5 Personal data is defined as “any information relating to an identified or identifiable natural person (‘data subject’); an identifiable natural person is one who can be identified, directly or indirectly, in particular by reference to an identifier such as a name, an identification number, location data, an online identifier or to one or more factors specific to the physical, physiological, genetic, mental, economic, cultural or social identity of that natural person” (European Parliament and Council Regulation 2016/ 679: 33).

6 The GDPR also defines the terms in which the data should be processed: “The right to protection of personal data is not an absolute right; it must be considered in relation to its function in society and be balanced against other fundamental rights” (European Parliament and Council Regulation 2016/ 679).

7 https://www.go-fair.org/fair-principles/
analyzing and disseminating administrative data. The third section of the report reflects on the legal and ethical framework of administrative data linkage and how it affects these infrastructures for administrative data usage. The report concludes with a brief evaluation of the administrative data linkage infrastructure and possible avenues of further development and exploitation.
2 Frameworks for Administrative Data Use

This section introduces diverse studies, initiatives and data infrastructures that have been using or contributing to advance the usage of administrative data in social science research. These are clustered into four groups which attempt to support administrative data through different access models. We begin with the most common which is the administrative data linkage of single access research projects. These projects link survey data and administrative data on a case by case, with little continuity in access or linkage protocols. These tend to be a bilateral agreement and collaboration between the administrative data provider and the researcher.

Some initiatives have tried to extend this and make such administrative data linkage more systematic, predictable and transparent through the development of dedicated administrative data access initiatives. These initiatives are increasingly commonplace but the amount of research they support is still relatively limited. We examine what research has been conducted using such initiatives and the lessons learned. We then examine two forms of administrative data access initiatives which are relevant in the context of survey research. The first is administrative data access through statistical disclosure controls. This allows for data to be accessed more readily but limits the functionality of such data for survey research.

In contrast, there are initiatives advanced by social science infrastructures, which integrate administrative data in survey processes themselves (e.g. Swedish Generations and Gender Survey). Such linkage has very large potential for supporting the improvement of Social Science Survey Infrastructures in Europe through improved sampling, stronger panel maintenance and improved measures of social phenomenon.

<table>
<thead>
<tr>
<th>Single Access Research Projects</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Bilateral Agreement for linkage between Controller of Admin Data &amp; Survey Data</td>
</tr>
<tr>
<td>• Generally of limited replicability</td>
</tr>
<tr>
<td>• Generally limited in scalability</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data Access Infrastructure</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Provision of broker, access, or facilitation services by a third party initiative</td>
</tr>
<tr>
<td>• Initiative can support reuse of linkage, access protocols or output data</td>
</tr>
<tr>
<td>• Supports some degree of scalability and replicability</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Social Science Survey Infrastructure</th>
</tr>
</thead>
<tbody>
<tr>
<td>• The use of administrative data within survey infrastructure to improve processes</td>
</tr>
<tr>
<td>• Improves sampling, panel maintenance and many other aspects</td>
</tr>
<tr>
<td>• Doesn’t necessarily facilitate wider access</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Statistical Disclosure Infrastructure</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Technical infrastructure which seeks to render administrative data as depersonalized</td>
</tr>
<tr>
<td>• Allows for wide spread dissemination and access, similar to survey data</td>
</tr>
<tr>
<td>• Highly scalable and replicable</td>
</tr>
</tbody>
</table>

These four frameworks for administrative data linkage are exceptionally varied and entail specific legal, ethical and technical considerations. However, to make use of the substantial
scientific potential captured within administrative data, it is necessary that all types of access are supported.

**Single access research projects**

Single access research projects are designed, prepared and implemented by an individual researcher or research team who holds linkable survey data for which they are data controller. This type of research project usually requires accreditation with the administrative data controller who determines whether the research is ethical, lawful, has scientific merit and has a potential benefit for society. Data controllers only supply the data collections relevant to the research project and require that the researcher using the data preserves the confidentiality of any personal data and agrees not to use the data to attempt to obtain or derive any personal information. Given this, the linkage that is conducted is limited to either a single research project or to a single linkage with a survey infrastructure. Each project therefore has limited interactions or spill over effects for other linkage projects.

Such projects often, though not always, share certain characteristics:

- Administrative data controllers are often providing access to such projects as a secondary rather than primary function of their work.
- They are often conducted ad-hoc, leaving little protocol or procedure in place for subsequent linkage projects of a similar nature;
- They are often post-hoc in that linkage is conducted after the survey data has been collected;
- They are often bilateral between a researcher who holds survey data and an administrative data controller.

**Examples of Research**

Linking administrative data and survey data offers the potential for many new research opportunities for scientific and policy-related projects. From an assessment of the academic literature, the number of studies based on linkage of records of data systems has been growing, but the actual number of studies remains small relative to the field overall, particularly in the social sciences. Such studies are far more common in public health research, as illustrated by the studies reported in the annotated bibliography in Annex 1. Nevertheless, most existing examples of research which combine administrative data with survey data are derived from single access research projects. Here, we provide a couple of examples of administrative data linkage that have been conducted and illustrate the scientific potential of such linkage. This list is by no means exhaustive and merely serves as an indication of the types of research administrative data linkage currently facilitates.

The field of economics have seen relatively high activity with regards to administrative data linkage, even if administrative data is used in only a small fraction of published papers overall. This high prevalence relative to other fields is primarily due to the nature of administrative data and the concepts it captures. The concepts measured within economics are generally tangible, measurable and captured through administrative processes (e.g. prices, income, assets etc.) Good examples of recent research in this area include Abowd, Mckinney and Zhou (2018) who used data from the Social Security Administration in the US and link this to survey data on household incomes to create a longitudinal file on incomes which builds on the strengths of both self-reported and administratively recorded income levels. This allowed them to analyze changes in the income distribution over time in the US which carefully encapsulated vulnerable, small and marginalized populations that are not
well captured by administrative data. One important thing to note here is that the authors are employees at the US Census Bureau. This helps facilitate access to such data.

In Sweden, Karadja, Mollerstrom and Seim (2017) linked data from administrative income records which provide a reliable measure of income with survey data which asked respondents about their perceived position in the income distribution. This illustrates the potential insights from combining the objective and administrative measures available in government data with subjective and sociological data available via surveys. The research was particularly innovative in that the administrative data was linked ex-ante which allowed researchers to then inform survey respondents of their true position in the income distribution and then monitor changes in attitudes and values.

In Germany, Rasner et al. (2013) used administrative pension data (Statutory Pension Insurance and divorce statistics) linked with survey data from the German Socio-Economic Panel in order to calculate the present value of pension entitlements and analyze sources of inequalities between individuals (in particular, between occupational groups). The linkage of this data was conducted by the German Socio-Economic Panel and the results revealed large inequalities in Social Security Wealth between different occupational sectors and between various socio-economic groups.

Another example is Longhi’s study combining UK census data and survey data (British Household Panel Survey), analyzing the impact of cultural diversity (measured by the number and size of ethnic groups living in each Local Authority District in England) on individual wages. The study shows that there is a positive association between diversity and wages, but only when cross-section data are used; panel estimation shows no impact of diversity (Longhi, 2013).

The LONGPOP project - Methodologies and Data mining techniques for the analysis of Big Data based on Longitudinal Population and Epidemiological Registers, is a four-year project coordinated by the Spanish National Research Council, which intends to facilitate research and increase the usage of a number of datasets that are currently potentially underused. The project intends to capitalize on the fact that “over the past decade research teams across Europe have been involved in the development and construction of longitudinal population registers […] opening up avenues for new linkages between different data sources”.

One of the innovative features of this project is the implementation of cross-national registry analysis. This type of data linkage has been rare in the past, mainly due to barriers in the access to foreign registry data and other technical difficulties (in particular, problems with matching and data consistency across countries and time). The project has ten participating beneficiaries plus one partner, including universities, research institutes, enterprises and public administration.

To exemplify the research conducted in the context of LONGPOP, the study ‘Early life conditions, place and health in Scotland’ (U. of Edinburgh) will examine how early health environment affect subsequent health and mortality, using Scottish Longitudinal Study data.

---

8 For more details see: http://longpop-itn.eu/project/.
9 LONGPOP webpage: http://longpop-itn.eu/project/.
(includes census data) for the cohort born in 1936 linked with the 1947 Scottish Mental Health Survey. Given that individual addresses are available at most time points (i.e., events), it is feasible to construct a range of geographical variables and examine the effects of constructs such as area-level deprivation, rurality, access to services and green spaces\(^\text{10}\).

Nonetheless, there is an important limitation associated with LONGPOP which concerns the fact that there is no emphasis or provisions for the dissemination and sharing of the research data produced – given this limitation, it can be argued also that the overall investment in LONGPOP brings modest returns. Where possible, it would be important to encourage data sharing and to have a data management plan for each research project. This is a common issue in administrative data linkage projects (Playford et al, 2016)

There are also examples of studies linking experimental data with administrative records. For instance, Chetty et al. (2011), in the Project STAR (Student/ Teacher Achievement Ratio), randomly assigned 11,571 students and their teachers to classrooms in their schools - from kindergarten to third grade. For the analysis, the authors used tax returns data from the U.S. Internal Revenue Service, in order to capture the earnings of those students at age 27. The authors were interested in the impacts of classroom environments on long-term outcomes and their initial findings "raise the possibility that differences in school quality perpetuate income inequality" (2011: 1658).

In all these studies, replication is a serious concern, especially as the analytical syntax and code that are commonly shared with scientific analysis are not commonly used within administrative data linkage projects. Given the generally opaque nature of administrative data and its metadata, such documentation is vital for the peer-review process and replication.

**Legal, Ethical and Technical Issues**

The paucity of linkage studies cannot solely be attributed to technical issues. Over time deterministic and probabilistic record-linkage methods and software have been developed permitting linkage of records with or without a unique person-identifier number (e.g. Groenewold, van Ginneken and Masseria, 2008; Künn, 2015; Lifang G., Baxter, Vickers and Rainsford, 2003; Sayers, Ben-Shlomo, Blom and Steele, 2015).

The literature indicates that cost considerations are as important as linkage and manual verification of quality of linkage involves costly software and personnel. Technically speaking, success of matching and linking records depends also on the kind of disclosure limitation method used to protect confidential information contained in the data, among others (e.g. Itoh and Takano, 2011). Another major factor is the concern and fear of government institutions about the risk of breaching individual privacy laws. Consent of respondents about sharing private information in administrative data is usually not available. Thus, such kind of legal constraints on the use of administrative data seriously limit development of and access to linked data sets. Several studies urge policymakers, who have a lot to gain from the findings of social science research using linked data, to help create a better procedural infrastructure in support of data linkage projects for scientific research (Künn, 2015).

\(^{10}\) For details on other project see ‘ESR calls’ [http://longpop-itn.eu/](http://longpop-itn.eu/).
Contrary to public health scientists, the interest of social scientists in the usage of administrative data is relatively new. To the extent that demographers and statisticians belong to this group of scientist, these persons have traditionally been involved in the design of national administrative data collection systems (United Nations Department of Economic and Social Affairs, 2016). In the past decades, they also developed a toolbox of methods to assess and monitor the quality, completeness of coverage, and comparability over time and space of administrative data (e.g. Brass, 1975; Hill, 1987). Nevertheless, the usage of administrative data sources is reflected in only a few publications based on administrative data, or administrative data linked to survey data. This is illustrated in relatively few social science publications in Annex 1. These publications are the result of Endnote X6 searches of open-access library catalogue systems around the world, such as Web of Science (SSCI and TS), University of Michigan, Library of Congress, PubMed).

The decision was made to use a selected set of keywords and, in particular, combination of keywords which also include one of the following: administrative data, administrative records, survey, survey data, population registers, population records, small area estimation, data protection, privacy, administrative data linking, linkage, linkage consent, data quality, data coverage, data comparability. In view of the limited number of social science publications derived from literature searches, the scope was extended to also include public health research publications, and reports of studies outside the European context.

The publications in Annex 1 address obstacles to the full usage of administrative data sources in social science research, and how to overcome them, including (1) variation in EU national data protection and privacy laws vis-à-vis EU data protection directives, and views of EU citizens regarding linkage of their personal data (i.e. data consent) (e.g. Aldhouse, 2013, 2014; de Hert and Papakonstantinou, 2016; Hallinan, Frielcewald and McCarthy, 2012; Stoddart, Chan and Joly, 2016), (2) technical data linkage issues (Kennedy and Millard, 2016), (3) Financial/budgetary obstacles to link administrative data to survey data.

Among the leading examples of successful linkage of administrative records and survey data, Sutherland et al. (2015) use data from the Millennium Cohort Study linked with administrative data from the National Pupil Database (sample of approximately 15000 students) to study the effects of socioeconomic deprivation in pupil achievement. Among the policy-relevant results, the study showed that Free School Meal eligibility remains a good measure of socioeconomic status in terms of explaining the levels of achievement in key stage 4.

This brief overview of the use of administrative data in single access research projects points us towards several opportunities and challenges that characterize the use of administrative data in social science research. The challenges include:

I. for the researchers, access and accreditation conditions that are often not clear;

II. transnational access – in most cases, researchers are still required to travel to get onsite access after the research project is approved. This leads to few studies conducting cross-national comparative analysis;

III. researchers may face a lengthy application period (which can require the attendance of training sessions);

IV. data privacy and protection: access to controlled/ secure access data (potentially disclosing data containing personal data) usually requires that the outputs are controlled – statistical disclosure checks – before being released from the secure environment.
On what concerns the opportunities:

i) new research possibilities derived from linked data (study of small social groups or minorities; new research topics; analysis of longer time periods);

ii) consolidation of best practices, adding scientific value to administrative data;

iii) technological innovations generate new possibilities in terms of data dissemination and linkage for both data providers/ controllers and researchers (e.g. secure virtual access).
Data Access Infrastructure

In response to the limitations identified with single access projects, several initiatives have been developed to provide improved access to administrative data for academic research. Unlike single access projects, these projects seek to develop reusable and scalable means for facilitating administrative data access. These are evident at both the national and international level but share a common focus on administrative data access as a service. The initiatives covered here can therefore be seen as the development of research infrastructure for administrative data. Here we provide a summary of some of these initiatives.

The Administrative Data Research Network (UK)

One of the most prominent recent initiatives, based in the UK, is the Administrative Data Research Network (ADRN), which was created in 2013 and funded by the Economic and Social Research Council (ESRC). This Network was a “partnership between UK universities, government, national statistical authorities, funders and research centres”11, created to provide access to de-identified linked administrative data to approved researchers.

On what concerns the process of accreditation, the researchers submitted a research proposal to the Network that was then evaluated by the Approvals Panel, constituted by independent experts. If the proposal was approved, the Network trained the researcher12 in order to ensure that the researcher is aware of the importance of - and takes measures to guarantee - the protection of privacy and confidentiality of the data.

The ADRN negotiated the access and data linkage process with the relevant government bodies, making the data available to the researcher in one of the secure environments of the Administrative Data Research Centres (England, Northern Ireland, Scotland and Wales), in the facilities of the data custodian or in other approved secure facilities in the UK13.

When the researcher concludes the analysis of the data, the ADRN staff checked the findings for any statistical disclosure issue14. After these checks, - and only when the document was considered safe - it was released to the researcher. In order to showcase the potential of social science research using administrative data, the ADRN organized an Annual Research Conference15.

The research projects approved and supported by the ADRN covered diverse areas, from crime and justice, to health, housing, education, employment and well-being. An example of one of these studies with policy-relevant findings was conducted by McGrath-Lone and colleagues. These researchers studied the experiences of children in care, using

11 See https://adrn.ac.uk/for-the-public/faq/?About-the-Network.
13 List of approved secure facilities in the UK: https://adrn.ac.uk/get-data/safe-centres/.
14 To clarify, statistical disclosure control corresponds to a set of methods to reduce the risk of disclosing information on individuals, businesses or other organisations (OECD, 2005).
administrative data from the Department of Education (‘Children Looked After Return’ data
and ‘National Pupil Database’)\(^\text{16}\). Among the key findings, the researchers discovered that
children of black ethnicity are five times more likely than other children to have spent time in
care; also, one third of children leaving care re-enter within five years (McGrath-Lone et al.,
2016). The findings have been used to help social workers and local authorities to
understand which children are most vulnerable and likely to go back into care.

In addition, there is a study by Brewer and Cribb (2016) focusing on UK time-limited in-work
credits and how effective these are in helping lone parents. The authors use administrative
data from the UK Department for Work and Pensions (Work and Pensions Longitudinal
Study) to analyse the impact of two different benefits to lone parents who had previously
been on welfare: ‘In-Work Credit’ (IWC) and ‘Employment, Retention and Advancement
Demonstration’ (ERA). The policy-relevant findings of this study show that these programs
contribute to increase job retention rates and “to large falls in the proportion of eligible lone
parents on welfare, and large rises in the proportion in full-time work” (2016: 38).

The ADRN was discontinued in 2018 due to a lack of progress and the low number of
approved projects. There was considerable demand from researchers for use of the network,
but administrative data providers were slow to clear data for use, resulting in a very low
number of successful linkage projects. In contrast to many European countries,
administrative data remains under the control of separate ministries and departments as
there is no centralized registry in the UK. This leads to data silos which do not interact well
and largely inaccessible for the research community. The organization of administrative data
access in the UK is therefore undergoing extensive reorganization to try and address these
issues. At the time of writing, details of how this will be managed in the future were not
available\(^\text{17}\).

**Le Centre d’Accès Sécurisé aux Données**

In France, there is a remote access system created to facilitate access to confidential
microdata - CASD, Le Centre d’Accès Sécurisé aux Données. Frequently, researchers need
to have access to two or more datasets in their research projects – these data might also
have been produced by different organisations and have different access requirements. So
far, there have been little advances in terms of initiatives dedicated at facilitating
administrative data matching in the social sciences context.

However, in October 2016, a new legislative framework was implemented in France in order
to enable data matching with a specific code derived from the NIR (the national identifier) – a
‘hashed NIR’. Given the need to protect confidential personal data, there is no inverse
procedure that allows the initial data to be retrieved from the hash-code. When researchers
request access to linked confidential datasets, the data custodian adds the hashed NIR and
removes the NIR from the file. Then, the file without the NIR is transmitted to a trusted third
party which is in charge of matching the files and making the merged data file available via a
safe data centre.

\(^{16}\) For more detail see: [https://adrn.ac.uk/research-impact/research/children-in-care/](https://adrn.ac.uk/research-impact/research/children-in-care/).

\(^{17}\) [https://esrc.ukri.org/research/our-research/administrative-data-research-uk/](https://esrc.ukri.org/research/our-research/administrative-data-research-uk/)
There are several examples of studies benefiting from CASD, covering diverse themes from productivity to innovation, work relations to immigration (to name a few). For example, the Observatoire Français des Conjonctures Économiques (OFCE) studied the between and within firm pay inequality with administrative data made available by CASD. Another research project developed by the Institut National d'Études Démographiques (INED) focused in the study of the characteristics of the immigrant population with Turkish origin, while a project by Université Paris 7 focused on gentrification and ageing in rural France.

**ODISSEI**

The UK is relatively unique in organizing administrative data access via its scientific funding council. In most European countries, administrative data access is coordinated via the statistical office as the data controller for government data. In the UK, the Office for National Statistics does not provide this function and therefore has a less prominent role in access provision.

In the Netherlands, CBS (the national statistical institute) produce a detailed catalogue of microdata. In terms of access policy, the CBS requires that the primary objective of the researcher’s institution is conducting statistical or scientific research and the results of the empirical analysis must be made public. The researcher can only access the files necessary for the approved research project in a secure virtual environment. If the researcher wants to download any output from the empirical analysis conducted in the secure environment, then a request should be made to CBS. The output is then checked by CBS staff and released to the researcher if there are no statistical disclosure issues. This Microdata Access Service Program currently facilitates around 500 projects per year in a diverse range of topics.

To further advance use of administrative data in the Netherlands, the Social Science Community established a national infrastructure. The Open Data Infrastructure for Social Science and Economic Innovations (ODISSEI) is responsible for enhancing and developing the use of linked administrative data in the Netherlands. It does this in four ways. Firstly, ODISSEI provides subsidized access to Microdata for institutional members of ODISSEI. Secondly, ODISSEI operates a series of open calls in which researchers can apply for free access to the administrative data, including the linkage of Survey data. Successful projects are then provided with full data support and stewardship throughout their project at no cost. These grants are particularly targeted at Early Career Researchers who find such access hard to achieve and resource.

In addition to this, ODISSEI is responsible for coordinating social science data collections in the Netherlands and actively promotes the linkage of survey data such as SHARE, ESS and the GGP to the administrative records held at CBS. Finally, ODISSEI has also been responsible for ensuring that the administrative data held at CBS can be analyzed within a secure High-Performance Computing Facility. Given that the administrative data held by CBS is detailed and complex, it can be exceptionally computationally demanding to analyze. To mitigate computational constraints, ODISSEI has created the ODISSEI Secure
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SuperComputer which allows for linked CBS data to be analyzed in a secure remote access environment on the Dutch National Supercomputer at SURFsara called Cartesius\(^\text{19}\).

The ODISSEI Secure Supercomputer can be used to analyze highly sensitive data in a secure environment, including administrative microdata on persons, households, companies etc. from CBS. This is due to the system’s architecture: SURFsara acts as Trusted Third Party between the data provider and the researcher, and analysis environment is strictly controlled and shielded. The ODISSEI Secure Supercomputer facilitates analysis of any sensitive data, and research communities ranging from humanities to health sciences have shown interest. Three pilot research projects have been successfully completed thus far and ODISSEI provided the following descriptions below.

**Pilot Project 1: New Dimensions in Geospatial Analysis**

The interest in neighbourhood effects goes back decades, but there is a lot of discussion on their importance and magnitude. There are two problems in the literature. First, neighbourhoods are often defined by using standard administrative neighbourhoods, such as census tracts, postal codes or other administrative units. The size of these units can vary from several hundreds of people to tens of thousands. Second, the neighbourhood context is often measured at one point in time, overlooking that the spatial context affects people over the course of their lives. This ODISSEI pilot project from TU Delft delivers both a conceptual and methodological contribution to the literature by developing a multi-scale and longitudinal approach to measuring bespoke spatial contexts of people. A multi-scale approach allows researchers to assess which spatial scale is more important for which people, and at which point in their lives, and whether there are differences between cities and urban structures in these spatial context effects. Analyses of heterogeneity in intergenerational mobility across spatial contexts or in very specific subpopulations become possible on a scale that is unprecedented in social research.

The researchers used the individual-level characteristics of every person in the Netherlands. These grid cells were then used to construct spatial context characteristics (for example on poverty) for 100 different spatial scales surrounding every individual. Such analyses have been carried out before, but often using highly selective or problematic data sources, and rarely covering a whole country. Statistics Netherlands microdata allow much more precise and comprehensive analyses. Starting from very small 100 by 100 meter grid cells, a distance profile of the residential context was calculated for each individual up to 10 by 10 kilometres. For a single indicator, this process would take months to calculate in the standard Statistics Netherlands’ secure micro-data facility. There are nearly 400,000 inhabited grids cells in the Netherlands and the calculation of longitudinal entropy values of distance profiles generates more than 700 million new data points. The parallelisation that is made possible in the ODISSEI Secure Supercomputer reduces this process from months to hours, allowing much more experimentation with different operationalisations, and additional insights to be published in less time.

\(^{19}\) [https://userinfo.surfsara.nl/systems/cartesius](https://userinfo.surfsara.nl/systems/cartesius)
Pilot Project 2: Insights from Combining Socio-genomics and Administrative Data

Reaching out to disciplines such as behavioural genetics, socio-genomics, and genetic epidemiology is of increasing importance for the social sciences. However, linking genome-wide genetic data, or transcriptomic, epigenetic or other ‘omics’ data to social science data poses a set of challenges: the sheer size of the genetic data, computing requirements, privacy concerns and the requirement that data available at Statistics Netherlands could thus far only be analyzed within its own secure remote access facility.

In this ODISSEI pilot project, the Netherlands Twin Register (NTR), Statistics Netherlands and SURFsara developed algorithms and solutions for these challenges. NTR collects genetic data that currently contains over 40 million data points ('Single Nucleotide Polymorphisms', SNPs) per individual. These data had to be linked with data collected at Statistics Netherlands.

Linkage of phenotype and register data was done using the standard pseudonymization of person identifiers at Statistics Netherlands (see section 2.4.9.3) for participants in the NTR who had provided their consent. This procedure was first tested by the NTR researchers in a proof-of-concept study for NTR data on genetic liability to schizophrenia and Statistics Netherlands data on population density (Colodro-Conde et al., 2018), resolving a longstanding question in psychiatry about the aetiology of the relation between schizophrenia and urbanicity. Next, a study with full genome-wide data was done. An additional privacy protection challenge for working with these data is that they could not be organized through classical linkage keys. These data need to be analyzed with a defined order of subjects in the data file, thereby potentially creating a means to identify persons. To solve this problem, a pseudorandom record shuffling procedure was developed. This was successfully executed by SURFsara as a Trusted Third Party in such a way that neither the NTR researchers nor those involved at Statistics Netherlands could relate the identities of the subjects to the data.

The NTR pilot study was tailored to the current possibilities of the ODISSEI Secure Supercomputer and entailed a Genome-Wide Association study (GWAS) including millions of association tests between the genetic data (SNPs) and health care expenditures held at Statistics Netherlands. The sample with genotype data that could be linked to Statistics Netherlands data consisted of ~15,000 individuals and the GWAS was an important step in successfully demonstrating that linking genetic data to administrative data is feasible. This opens up an unprecedented range of new research areas as many longitudinal panels in the social sciences have now begun to include genotype information (as well as other big data such as Magnetic Resonance Imaging (MRI) and recordings from wearables). In this proposal, the ODISSEI Secure Supercomputer will accommodate these data and make it possible to link multiple longitudinal panels simultaneously to integral information at Statistics Netherlands. Running new and innovative genetic analyses on multiple traits, outcomes over time and gene-environment interactions will provide the opportunity to obtain insights into the role of genetics in social phenomena within Dutch society. For example, it will allow researchers to track genetic effects related to mental health or social inequalities in educational and health outcomes throughout the lifespan and allow the investigation previously established associations that might reflect gene-environment interplay rather than causal effects.
Pilot Project 3: Whole Population Network Analysis

One of the potentially powerful applications of administrative microdata is to examine how people are linked together through their work, education, neighbourhoods and families and how these networks structure resources and inequalities. This has normally been done on a limited scale, for example looking at how parents and children are correlated on specific variables or assessing the difference in outcomes between siblings. The integration of Statistics Netherlands' whole population data into the ODISSEI Secure Supercomputer has removed this limitation. Researchers from Statistics Netherlands are now able to analyse individuals' whole network of connections. The researchers have created a dataset comprising all 17 million residents of the Netherlands and have linked every person to their neighbours, their colleagues, their relatives and people whose children attended the same school. This is made possible by the high quality, longitudinally consistent identifiers that capture not only individuals but also the institutions to which they are connected. The research team created a dataset of over 800 million links which describe the latent structure of social network opportunities within the Netherlands.

The created network opens up numerous research possibilities: e.g. on segregation/integration of networks of different social groups, inequalities, but also on vulnerabilities in network opportunities, on 'contagion' of social behaviours (such as fertility, divorce or crime), and so on. As a first example of the possibilities, the researchers investigated exposure to others with a different migration background. They applied a random walk procedure over the network for every individual in the country. In effect, this procedure would select a connection within someone's network at random and then see how many connections would have to be 'travelled through' until someone from a different migration background is encountered. This random walk procedure can summarise how 'exposed' an individual person is to persons of a variety of different backgrounds. Random walk analyses are not unusual in network analysis but were never performed on this scale: the team was able to investigate for the entire population of the Netherlands how this exposure to various groups varied between age groups, genders, or even specific towns and cities.
Data Without Borders

In addition to national level initiatives there have been several international initiatives to facilitate administrative data access. ‘Data without Borders’ (DwB) was created in 2011. This project came to a formal end in April 2015. One of the main objectives of this initiative was to facilitate the use of official microdata for the European Research Area. To this end, DwB:

“worked towards preparing a comprehensive European service with better and friendly metadata, a more harmonized transnational accreditation and a secure infrastructure that would allow transnational access to the highly detailed and confidential microdata, both national and European, so that the European Union would be able to continuously produce cutting-edge research and reliable policy evaluations” (DwB webpage).

With these priorities in mind, the network had to be able to manage different legal frameworks across Europe. Among the main contributions of DwB, Silberman et al. (2015) emphasise usability (the virtual research environment should provide every standard tool for processing microdata), collaboration (users should be able to share data and results according to certain rules – legal and organisational) and management tools (Research Data Centre (RDC) staff should be able to manage the network).

The DwB established a broad partnership of three communities, including 29 partners belonging to the European Statistical System (national statistical institutes or statistical departments); Council of European Social Science Data Archives (CESSDA); and the research community (universities).

In the period 2012-2015, the DwB invited academic researchers resident within the European Union member states or European Free Trade Association associated countries to apply for access to highly detailed microdata from RDCs in France, Germany, Netherlands and the UK (researchers applied to access specific datasets at one or more RDCs not situated in their country of residence). During the eight calls, the expert User Selection Panel approved 40 research projects.

Some RDCs provided remote access to the data in secure virtual environments, yet some other researchers had to travel to receive training and conduct the data analysis onsite. An example of a publication deriving from a DwB approved project is the study by Bach et al. (2015) on the influence of different information sources on innovation performance. The study used detailed CIS (Community Innovation Survey) data.

The DwB team also evaluated the state of the informational infrastructure and in particular remote access systems and produced a report on the ‘State of the Art of current Safe Centres in Europe’. In terms of user access, one of the conclusions is that remote access to controlled data has proved to be among the best alternatives to provide secure access to researchers (Gurke et al., 2012). On the other hand, the traditional solution has been onsite access, which requires that both national and foreign researchers travel to safe data centres to analyse the confidential microdata. The report also mapped out remote access providers and their strategy and practices (eight providers - statistical institutes and data archives- in seven European countries):

1. Statistics Denmark
2. Office for National Statistics (UK)
3. UK Data Archive – Secure Data Service (UK)
4. Statistics Sweden
Alongside DwB, the ESSnet project ‘Decentralised and Remote Access to Confidential Data in the European Statistical System (DARA) also focused on the goal of facilitating access to confidential microdata, exploring the feasibility of setting up a network of Safe Centres for research purposes in the European Union. One of the central recommendations deriving from this project was “to establish a network of Safe Centres, which are connected via remote access to a central node (Eurostat), where the data are stored on a secure server” (Brandt and Schiller, 2013: 2).

In terms of access services, the DwB produced a ‘Database on National Accreditation and Data Access Conditions’ that provided details on the access regulations to data produced by the leading statistical agency on each country (including modes of access, timing, application forms and other documentation). This database is now integrated in CIMES – Centralising and Integrating Metadata from European Statistics – and the objective of this initiative is to centralise relevant information that would otherwise be scattered across Europe, facilitating data and resource discovery.

Another contribution of DwB is the Microdata Information System for Official Statistics - MISSY, created to offer systematically structured metadata for official statistics. We should also note that the DwB produced the Legal Frameworks Visualisation Tool to help researchers explore the legal gateways to transnational and national data access.

DwB produced other products concerning data access to controlled official microdata:

i. Researchers’ Needs regarding Secure Access to Official Microdata

The report on ‘Researchers’ Needs regarding Secure Access to Official Microdata’ resulted from individual and group interviews of a sample of researchers with experience in secure data analysis (mostly in DwB RDC partners). The objective of this report was to assess not only researchers’ needs, but also reflect on a possible architecture for an European Remote Access Network that takes into account the security demands specific to controlled data.

Among the needs identified in the report, researchers argue for an access system that does not require travel and that allows researchers to use their own equipment to access the data. An additional point raised concerned the merging of datasets and included a recommendation for a single point of access for the merging process. Finally, researchers emphasise that it is important that there are more homogenous practices in terms of the software used; improvements can also be made in terms of data documentation, support and a shorter turnaround time for output checking; researchers would also like to be able to discuss their outputs with other researchers.

ii. Research Data Centres and ISO 27001 – A Guide

Regarding the DwB objective of enhancing information security, the report on ‘Research Data Centres and ISO 27001’ provided an implementation guide of the ISO 27001 standard. This document is particularly relevant to national statistical institutes and data archives, as it defines the guidelines to be adopted by data providers in terms of risk assessment and risk
management, as well as data and user controls. The report also presents the case of the UK Data Archive and the process to achieve ISO 27001 certification.

iii. Guidelines for Output Checking

The DwB ‘Guidelines for Output Checking’ intended to provide practical guidelines for output checking – which consists in the process of checking the disclosure risk of research results based on microdata files (Bond et al., 2015). The document includes rules for different types of outputs, along with recommendations and best practices for organisational and procedural aspects associated with output checking.

Among the activities and events prepared by the DwB team, there were a number of training courses and resources directed at the research community. Each three-day training course covered an individual dataset (EU-Statistics on Income and Living Conditions; European Labour Force Surveys; European Adult Education Survey; European Census Microdata) and also the legal requirements for data access. In order to stimulate further discussions between data producers, researchers and data providers, the DwB promoted two European Data Access Forum (in 2012 and 2015) and two User Conferences (in 2013 and 2015).

Facilitating International Data Access

Population Registers are of highest quality and most pervasive in Scandinavia and this is also where administrative data is most widely used in research. For example, Statistics Denmark, make register data available to researchers affiliated with Danish research institutions20. Statistics Denmark allows researchers to apply for data linkage with other administrative data or their own data, after approval by the Danish Data Protection Agency. Denmark, Finland, Norway and Sweden have long-standing experience with register-based statistics, having introduced central population registers since the 1960s. The UNECE report (2007) ‘Register-based statistics in the Nordic countries’ compiled and reviewed some of the best practices with a focus on population and social statistics21. In 2015, these countries have joined efforts to create the Nordic Microdata Access Network (NordMAN). The national statistical offices agreed on a common model of cooperation, in order to integrate researchers’ access to Nordic social microdata22.

A network more orientated to non-register countries is the International Data Access Network (IDAN), which is a collaboration between administrative data providers in the UK, the Netherlands, France, and Germany23. The collaboration seeks to extend existing remote access facilities at institutions in each country to facilitate cross-national secure access. The project focuses on harmonizing access procedures and training across the four countries, but it is as of yet unclear as to whether the data will be analyzable in a single environment to facilitate comparative research.


21 According to the report, in 1981 “Denmark was the first country in the world to conduct a totally register-based census and Finland followed in 1990. From 1980, the censuses in Norway and Sweden have been partly register-based” (2007: 6).

22 For more details on the access conditions see http://nordman.network/.

23 https://idan.network
Summary

To conclude, in this section we have seen promising advances in terms of initiatives concentrated in facilitating researchers’ access to controlled microdata, including efforts to extend the use of official microdata in the European Research Area (DwB) and a number of national level initiatives dedicated to enable research projects that require access to administrative data (namely, ODISSEI in the Netherlands; CASD in France; ADRN in the UK). However, these access provision initiatives still have a very limited capacity, in particular when considering research projects using cross-national data, reaching a relative small number of researchers: in terms of outcomes, only 40 research projects were approved by the Expert Panel and only nine publications by supported projects are listed in the DwB webpage\(^{24}\). DwB received funding from the EU 7\(^{th}\) Framework Programme amounting to approximately five million euros, which gives an indication of the costs and challenges that are associated with setting up a network that supports empirical researchers accessing administrative data. On the other hand, the initiatives presented here are mainly designed focusing on a post-hoc data linkage, where the researchers have no possibility of interacting or familiarising themselves with the data when planning their research or applying for data access.

\(^{24}\) [http://www.dwbproject.org/access/outcomes.html](http://www.dwbproject.org/access/outcomes.html)
Integration in social surveys processes

There is an increasing necessity to reflect on the potential benefits and challenges that additional data linking with other data sources could provide. We focus here on three social survey programmes – European Social Survey (ESS), Generations and Gender Programme (GGP) and the Survey of Health, Ageing and Retirement in Europe (SHARE) – that have been matching additional data to survey microdata in order to enrich the research data available, which represents the core foundation for many cutting-edge scientific research projects and policy reports.

The opportunities that this type of integration can allow have been diagnosed by many in recent years (Andersson et al., 2014; Card et al., 2010; Chetty et al., 2011; Connelly et al., 2016; Emery, 2016), in a context where these extended research possibilities are recognised, alongside with the challenges that low response rates in surveys and rising fieldwork costs represent. It is important to note also that the integration of administrative or other types of data with survey microdata can be designed to be completed before or after the survey process. The ESS and GGP examples, discussed below, exemplify an ex-ante integration, while the SHARE project exemplifies an ex-post process.

The Generations & Gender Programme

Among the social survey programmes, the GGS (Generations and Gender Survey) is a longitudinal, cross-national survey experienced in the successful implementation of some initiatives linking survey microdata and administrative records. The Swedish GGS – part of the International GGP25 – was fielded in 2013 with a response rate of 54.7% and 9688 respondents. The response rate is in line with the GGP average response rate of 55.7% (Emery, 2016).

Benefiting from the fact that Sweden has a central population register, the full sample of the Swedish GGS was linked to a wide range of administrative records before the fieldwork process (carried out by Stockholm University in collaboration with Statistics Sweden) – participation in the survey was dependent on respondent’s consent to record linkage. This experience shows that despite the fact that population registers and some administrative data have highly restricted access, surveys can provide a ‘key’ to consent to allow for linking with surveys and even other data sources. In fact, this strategy allowed also for administrative data validation “this basis of linkage consent enabled the fieldwork to pre-load administrative records […] enabling respondents the opportunity to correct the data where they deemed necessary” (Emery, 2016: 6) – as an example, 18.3% of the respondents corrected the educational level information recorded in the administrative records during the interview.

This initiative shows that, even in countries as Sweden with advanced population registers and social statistics, the incorporation of administrative data in the survey process (pre-load administrative records) benefited both data infrastructures and data users. In addition, there are also important substantive reasons to integrate administrative data in social survey processes as this linkage provides new research opportunities otherwise not available.

Furthermore, the Austrian GGS incorporated administrative data in the survey process with a view to analyse attrition (due to non-contact or due to non-cooperation) between the first and
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25 http://ggp-i.org/.
second wave\textsuperscript{26}. Given that Austrian legislation requires that individuals notify the authorities about any residential move, the central register is continually updated. This way, if respondents moved between wave 1 and 2, the contact address in the register was updated (attrition due to unknown address was expected to be comparatively low) - it was crucial for panel maintenance that Statistics Austria had access to the central register. Buber-Ennser (2014) concluded that the Austrian GGS panel has a relatively low level of attrition (22%), with a small bias towards family-oriented persons, as well as respondents with lower educational levels and those with migration background.

\textit{European Social Survey}

The ESS developed the ADDResponse (Auxiliary Data Driven non-Response bias analysis) project which uses different sources of geocoded auxiliary data and survey paradata to understand and correct for nonresponse bias in the UK wave of ESS (Butt and Lahtinen, 2016). The geographical identifiers and small-area administrative data included 2011 Census socio-demographics, crime rates, indices of deprivation, electricity consumption, school absences, benefit claimants, wellbeing, and voting in local elections. These auxiliary data was collected from three different sources – i) small-area administrative data, ii) commercial marketing data and iii) geo-coded information from the Ordnance Survey on the location of the sampled addresses. The project linked around 400 variables from different data sources to the ESS round 6 UK sample of addresses\textsuperscript{27}.

One of the main purposes of the project was to explore nonresponse bias in social surveys. This is considered one of the major challenges facing empirical research presently as nonresponse can produce significant bias into the conclusions drawn from survey data. However, in order to address this challenge, researchers need more information about respondents and non-respondents, but they also need to have data about the extent and sources of nonresponse bias. In face of declining survey response rates, the project team explored the causes and correlates of nonresponse. The ESS has previously done research on nonresponse (Stoop et al, 2010), but this has relied mostly on paradata or auxiliary information collected by the interviewer. In contrast, this project exemplifies ex-ante integration of these type of data in survey processes. The idea is that the lessons learned from this process will inform next rounds of fieldwork and improve data collection practices (potentially reducing non-response rates). In fact, the integration of different data sources in survey processes can be seen as a ‘virtuous circle’ – the survey process can help complement/ validate administrative and other type of data, but also the integration of administrative records with survey microdata is of interest because that way the data is enriched and supplemented and that will benefit both administrative data holders and social scientists.

\textsuperscript{26} The first wave was carried out in 2008/9 and the second wave in 2012/13. In total, 3907 interviews with wave 1 respondents could be realized in wave 2 (panel stability of 78%).

\textsuperscript{27} Further details about ADDResponse available via https://blogs.city.ac.uk/addresponse/. The data can be accessed via the UK Data Service (SN8066), through Secure Access conditions (requires accreditation as an ESRC Accredited Researcher, completion of face-to-face training, and agreement to the Secure Access User Agreement and the License Compliance Policy). A variable list for this database is available via http://doc.ukdataservice.ac.uk/doc/8066/mrdoc/excel/8066_addresponse_variable_listing.xls.
Matching survey data with geocoded auxiliary data has attracted growing interest in recent years. Butt and Lahtinen (2016) argue that this multi-level multi-source (ML-MS) approach can provide valuable insights both regarding the substantive analysis, but also at the methodological level. Nonetheless, there are also some important challenges that are not negligible in projects of this type. Firstly, for international survey programmes, as the ESS, there are frequently issues with the availability (or lack thereof) of comparable auxiliary data cross-nationally - the definition and measurement of auxiliary variables will likely vary. An additional challenge concerns the need for data protection considerations (and the associated potential for deductive disclosure) given the level of detail of the data derived by the linking of survey microdata with detailed auxiliary data (including low level geographical identifiers). In the case of the ADDResponse project, the linked data is deposited securely with the UK Data Service and the access to the dataset is restricted.

Lahtinen and Butt (2016) analysed the nonresponse behaviour in the ESS UK wave using both external auxiliary data and survey paradata. Interviewer observations were considered helpful in predicting nonresponse, while external auxiliary data was also regarded as relevant, but there were some quality issues with commercial variables (Lahtinen and Butt, 2016). This paper also showed that further analysis is required, eventually using different modelling techniques, as a robust and strongly predictive model of response propensity remains elusive (Lahtinen and Butt, 2016). Overall, the project team found that the auxiliary provided “little added value [and the team] failed to identify suitable POIs for nonresponse analysis” (Butt and Lahtinen, 2016a: 24).

The Survey of Health Ageing & Retirement in Europe

Another example is the work done by SHARE - an international panel study that focuses on health, socio-economic status and social and family networks of individuals aged 50 or older. Currently, SHARE covers 27 European countries and Israel and the data is made available to the research community free of charge.

The project linking SHARE data with administrative records of the German Pension Insurance scheme (DRV) started as a pilot study in 2009 and is now a standard module of the German SHARE (designated SHARE-RV) – this link to the administrative records is permanent (the data can be updated well after the fieldwork was conducted). The survey respondent was asked whether she/ he consented to the linkage of personal German Pension Insurance data to be linked to the SHARE interview. This is a direct linkage, meaning that the data of the same person (German SHARE respondents) were linked using the respondents’ Social Security Number (SSN) as a unique identifier (SHARE, 2017). SHARE-RV allows the investigation of a number of aspects related to the respondents’ working history and their socio-economic status at a later stage of their lives, enabling also the analysis of the circumstances of other persons living in the same household (linkage of administrative records).

As an illustration of the potential of the SHARE data linked with these administrative records, Börsch-Supan et al. (2015) used the data to evaluate a reform introduced by the German

---

28 Further details about SHARE: http://www.share-project.org/home0.html.

government. This policy re-introduced early retirement at age 63 for workers with 45 years of contributions to the pension system and help underprivileged workers who had longer working histories (typically in less well-paid and more physically demanding jobs). These two types of data "combine the best of both worlds: administrative data have very precise information on employment history and resulting pension claims while SHARE offers data on socio-demographics which are not available in administrative data" (2015: 276).

The authors analyse whether this reform achieved its goals, using data on health and socio-economic status of the eligible workers to see if in fact this policy was helping those in more vulnerable circumstances. The findings seem to point in a contrary direction: if the objective of the reform was to help those more deprived and with poor health, then there seems to be no evidence that the policy achieved this goal.

In contrast, Bingley and Martinello (2014) used SHARE data linked to Danish administrative registers to assess measurement error in SHARE. This validation study compared the representativeness of SHARE data in terms of education level, income and employment. In this research, the authors were able to link 1670 out of 1707 respondents (98% of the sample) from the first wave of SHARE in Denmark to the register data. For this study, the authors had to present a research project and seek permission to have access to the administrative data (in this case, a remote desktop access application). Furthermore, in order to be able to access the data, they had to sign a confidentiality agreement, install a VPN client and receive a security token look-up before gaining permission to remotely access the data.

This study can be classified as an internal validation study, as it takes a sample of a survey and compares it to an official validation source – which is assumed to be measured without error (Bingley and Martinello, 2014). The findings reveal that measurement error in schooling, labour market status and income is modest and insignificant. The study found that SHARE respondents with higher reported or registered incomes tend to overstate their level of education. On average, gross household income is not statistically different in SHARE and register records. In general, labour market status is reported in line with the information in the register (misclassification probability decreases with age, i.e. younger respondents are more likely to respond at odds with registers) (Bingley and Martinello, 2014).

Summary

To conclude, the integration of administrative data (and other types of data) in social surveys programmes proves that there are important gains in these procedures, from a substantive point of view, but also from a methodological perspective (e.g. Austrian GGS and ESS ADDResponse project). Social survey programmes and data owners need to take these opportunities seriously as the expansion and improvements in data availability are crucial for not only for decision-making and evidence-based policy evaluations, but also for path breaking social science research.
Infrastructures with statistical disclosure controls

National statistical agencies and other data providers have as one of their core missions to provide direct and secure access to a wide range of data resources, some of which can be very detailed and contain identifiable data. In general, these data are located in a secure server and involve stringent conditions of access.

Given this context, data owners and providers need to develop strategies and implement a number of measures to protect the confidentiality of the data subjects, including statistical disclosure control (SDC) aimed at minimising the risk of disclosing information on individuals, businesses or other organisations (OECD, 2005). After a successful application process, researchers usually need to attend training sessions and any output derived from their statistical analysis is screened using SDC methods by the data provider staff. When the output is considered safe, the results are released to the researcher.

As Hundepool et al. (2012) note, there are three main reasons why confidentiality protection is crucial:

i) a fundamental principle for official statistics is that the record of individual persons, businesses or events used to produce official statistics are strictly confidential and should be used only for statistical purposes (in accordance with the 1992 UN Economic Commission report ‘Fundamental Principles for Official Statistics’ and the European Statistics Code of Practice);

ii) in many countries, there may be a legal obligation on a national statistical institute to protect personal data and individual businesses30;

iii) data security and trust by survey respondents: “one of the reasons why the data collected by national statistical institutes is of such high quality is that data suppliers or respondents have confidence and trust in the NSI [national statistical institute] to preserve the confidentiality of individual information” (2012: 8).

The IPUMS-International (Integrated Public Use Microdata Series) project31 - led by the University of Minnesota Population Centre and launched in 1992 - is a leading example of the efforts necessary to create a global resource for restricted access census microdata. Traditionally, census data have been available only in aggregated tabular form, which limits the research potential of the data.

The contribution made by IPUMS-International is very important because the project has collected the world’s largest archive of publicly available census samples32, negotiating agreements with national statistical offices to disseminate integrated census microdata to accredited researchers. The project team works in data integration, analysing the structure of the data, applying internal consistency checks and correcting any errors (Ruggles et al., 2015). IPUMS makes data available free of cost to researchers who apply with a viable research project. The data disseminated covers a broad range of population characteristics, including household composition, ethnicity, migration, fertility, nuptiality, education, occupational structure, among other.

30 Hundepool et al. (2012: 7) also specify that “where public statements are made about the protection of confidentiality or pledges are made to respondents of business or social surveys these place a duty of confidence on the national statistical institute”.
31 More details on this project available via https://international.ipums.org/international/about.shtml.
32 In 2011, the data infrastructure included 397 million anonymized, integrated person records representing 100 million households in 62 countries and 185 censuses (Esteve, 2011).
On what concerns the access policy, IPUMS-International has a number of technical, legal and administrative controls to assess users’ applications with the ultimate goal of protecting the privacy and confidentiality of the microdata. Researchers need to fill in an application form detailing the intended usage and must agree with specific conditions of use of the microdata. Each researcher specifies the required data, indicating the country (or countries), census year(s), variables, sub-populations and sample density. This way, no two data extracts are alike and this method of dissemination has already “weathered the test of time, and indeed as usage soars, the rapid acceleration of internet transmission speeds has validated the IPUMS approach.” (Esteve, 2011: 3).

In terms of disclosure control measures, besides the detailed, legally binding electronic application, researchers must also agree to abide by the restrictions defined in the conditions of use. There are also statistical control measures, which involve the suppression of records by subsampling; the suppression of names and geographical details (place of birth or residence); some variables may be top-coded or globally recoded, deletion of digits for some variables (e.g. occupation, geography) or the suppression of a variable/variables. An additional statistical control measure is provided by randomly ordering the records and swapping the geographical identifiers of an undisclosed number of households (McCaa and Esteve, 2012).

In terms of technical measures to ensure the secure transmission of the microdata, after the preparation of the data extract, the approved researcher is prompted to retrieve the data from a password-protected page within 72 hours – the data are encrypted during the transmission using 128-bit SSL standard.

In terms of limitations of this project, the fact that each data extract is unique can also be seen as a potential limitation as this prevents the replication of the empirical analysis conducted. A further limitation derives from the fact that, depending on the date of the last census, the data available for a given country can be almost ten years old – it should be noted that this limitation derives more from the timing of census data collection than from the project itself.

Furthermore, the role that researchers play in safeguarding the confidentiality of highly detailed microdata should also be taken into account. In fact, researchers as active data users can play a very important role in terms of promoting responsible data usage and protecting data confidentiality - this is certainly in their long-term interest. In fact, several social scientists have advocated that data access is a social good, defending that the rush to ensure complete levels of privacy in the research context paradoxically results in less social benefit, rather than more (Madsen, 2003). Madsen (2003) identifies this ‘privacy

33 IPUMS microdata extracts allow for international comparisons as both microdata and metadata are integrated for all censuses and countries.

34 These restrictions include: prohibition of redistribution, restriction to scholarly use, prohibition of commercial use, protection of confidentiality, assuring security, enforcing strict rules of confidentiality, scholarly publication permitted, correct citation of the microdata, threatening disciplinary action for violations and reporting of any errors discovered.

35 This model contrasts with other infrastructures that do not permit any download from the remote access system (e.g. UK Data Service Secure Lab).
paradox’ and argues that it derives from a narrow conception of the right to privacy and from an uncertainty regarding data ownership (data constituting private or public property).

Ruggles et al. (2015) compiled the usage statistics of IPUMS and the figures are impressive: 10,000 researchers registered to use the international IPUMS data, producing approximately 1,000 articles and working papers. The authors note also that the largest disciplinary group of users does research on Economics.

To exemplify the diversity that characterizes the extensive usage of IPUMS microdata, we have selected four studies concentrating on different thematic and geographical areas. Esteve et al. (2012) investigate the household formation patterns of young women (25-29 years old) in 13 Latin American countries since the late 1960s using census extracts from IPUMS. The article advances a new typology for classifying individuals in various household living arrangements, finding a mixed picture among the 13 countries “with countries such as Argentina, Brazil, Chile, Costa Rica and Uruguay following a more European pattern and the Central and Northern Andean countries maintaining stronger traditional family cohesion” (2012: 724).

It is important to reflect on the importance of census data for social science research. These data are collected by national government agencies, typically every 5 or 10 years, and consist of a complete enumeration of the population, with the objective of describing the socio-economic and demographic profile of the country. Among other purposes, census statistics provide crucial information that is used by government departments to allocate funding to public services. The access to the census data is usually restricted. However, it should be noted that there have been important efforts to facilitate access to census data, in particular the initiative by IPUMS-International (Integrated Public Use Microdata Series)36 – and, in the UK, the UK Data Service Census Support37.

As an example of a scientific study using this type of data, Clara Mulder’s ERC-funded project (‘Family Ties’) studying internal migrations and its labour market outcomes, identifying the role of family ties in internal migration, immobility and labour market outcomes. Previously, Schakke, Burgers and Mulder (2013) used Housing Research Netherlands data (from the Dutch Ministry of Housing, Spatial Planning and the Environment) to study whether ethnic differences in the change in socio-economic status and ethnic composition of movers' neighborhoods can be attributed to respondents' education and income.

36 IPUMS International data is restricted to scholarly and educational purposes and is “the world's largest collection of publicly available individual-level census data. The data are samples from population censuses from around the world taken since 1960. Names and other identifying information have been removed. The variables have been given consistent codes and have been documented to enable cross-national and cross-temporal comparisons”. (https://international.ipums.org/international/overview.shtml). In point 4.3, we will discuss in detail the access policy and statistical disclosure controls put in practice in this project.

37 See https://census.ukdataservice.ac.uk/. This service provides open access to aggregate UK census data (InFuse and Casweb), while individual and household files can only be accessed in safe settings by approved researchers.
Also, Anderson et al. (2014) used German and Danish register data to study the role of female labour-market attachment and earnings in childbearing progressions. Using event-history techniques, the authors tested if the welfare state shapes the female earnings and fertility nexus. They conclude that “in countries like (West) Germany, where work and family life have been rather incompatible, female earnings should be negatively associated with having children. In countries like Denmark that support maternal employment, women will be more inclined to have children once they have established themselves in the labour market” (2014: 310).

The study by Eichenlaub et al. (2010) uses U.S. census data to study the impacts of the Great Migration (migration flux from the south of the U.S. beginning in the 1910s and ending in the early 1970s), comparing migrants who left the south with their southern contemporaries who stayed behind, both those who moved within the South and the sedentary population. The findings challenge the widespread view regarding the benefits of leaving the south, “recognizing the complexity of the migration decision and offers a fuller appreciation of causal influences that transcend the individual migrant” (2010: 120).

Another example of a study using IPUMS census data is Zueras and Gamundi (2013), who investigate the expansion of the number of persons aged 65 to 84 years old living alone in seven European countries (Spain, France, Greece, Hungary, Portugal, Romania and Switzerland). According to the authors of the study, the proportion of elderly living alone increased in 2001 in all countries but Romania. Among the main drivers of this phenomena, it is argued that socio-economic variables play a particularly important role (and, more specifically, the educational level of the individuals).

Finally, Lam and Marteleto (2008) focus on the three stages of demographic transition from a child’s perspective, each with different implications for resource competition at the family and population level. The authors use IPUMS census data to analyse changes in fertility, mortality, surviving family size and cohort size in eight countries (Brazil, Costa Rica, Ecuador, Kenya, Mexico, South Africa, Uganda and Vietnam). The researchers note that “during the two or three decades of the demographic transition that most countries spend in Stage 2 [the stage in which children compete for resources with fewer siblings], children benefit from reduced competition for resources inside the family but face increased competition at the population level” (2008: 249). Lam and Marteleto (2008) argue that the implications of the changes observed in family size and cohort size have important impacts in a number of outcomes such as schooling, health and even labour market experience.

**Future Technical Developments**

In addition to statistical disclosure controls, there are a number of technical developments which could circumvent the legal and ethical issues associated with linking and analyzing administrative data. One of these concerns the use of distributed computation through federated learning algorithms. This has been applied in the Personal Health Train which is a concept that was developed in the medical sciences. In the Verantwoordelijke Waardecreatie met Big Data project, funded by the Dutch National Science Agenda (project number: 400.17.605) Maastricht University together with De Maastricht Study and Statistics Netherlands are implementing the Personal Health Train on health data. Its basic concept is that several stakeholders want to collaborate in data analysis, but do not want or are legally not allowed to share the data with one another – often due to privacy considerations. Rather than appointing a Trusted Third Party, the researchers develop an algorithm (in this analogy: the train) that visits each stakeholder (‘station’), analyses the data on site and goes to the
next station with the analysis results, but without the data. The concept of distributed
computation has been widely studied in the medical and computer sciences (Sun et al.,
2018). Though having great potential in the social sciences, to date, no research has been
done about its applications in this field.

It is important to consider the potential shifts in administrative data usage that could be
opened by such technical developments. One similar example that is already in operation is
the Coleridge Initiative in the United States\(^\text{38}\). This is an infrastructure which provides data
owners within the computational infrastructure and expertise necessary to conduct analysis
of administrative data whilst also providing a framework for data linkage and integration. The
application of secure distributed computing to the Social Sciences in Europe is severely
underdeveloped in this regard and there is significant potential that is not being utilized.

\(^{38}\) [https://coleridgeinitiative.org/](https://coleridgeinitiative.org/)
3 Legal and ethical challenges related to use and re-use of administrative data

Having provided an overview of existing administrative data linkage initiatives and examples of research, we now turn to the legal and ethical issues associated with administrative data linkage and the implications for the diverse forms of linkage. We structure this overview around the General Data Protection Regulation and the extent to which it now shapes administrative data linkage.

Informed consent issues

Article 4(11) of the GDPR defines consent as: “any freely given, specific, informed and unambiguous indication of the data subject's wishes by which he or she, by a statement or by a clear affirmative action, signifies agreement to the processing of personal data relating to him or her”. In addition to this definition, several new requirements on consent follow from other provisions in the GDPR. In particular, article 7 sets out conditions for e.g. keeping records of consent, making requests for consent clear and concise, and the right to withdraw consent (ICO guidelines). When processing is based on consent, people will also generally have stronger rights, like the right to erasure and the right to data portability. If consent is obtained in full compliance with the GDPR, it should function as a tool that gives data subjects control over whether or not personal data concerning them will be processed (WP29, p. 4).

Legal grounds other than consent

In survey research, the respondent’s informed consent usually constitutes the ethical and legal basis for the processing of personal data. Obtaining consent from respondents would also in many cases be a necessary prerequisite for surveys which directly link survey and individual-level administrative records. However, it could be difficult to manoeuver which and how much information to provide to the data subjects. Moreover, some situations make consent not feasible to obtain.

One scenario is admin data collected e.g. from population registers to form sampling frames for a survey. The purpose of this handling of personal data would for instance be to draw a representative sample, to recruit participants, and to get an overview of the total population. In such case, the handling of personal admin data happens before informed consents are collected from the data subjects. Thus, since consent is not yet appropriate as a legal basis, another lawful ground must be considered for this processing. Article 6 of the GDPR lists all together six lawful bases, whereas 6(1)(e) states that “processing shall be lawful if necessary for the performance of a task carried out in the public interest”. Furthermore, Article 6(2) and (3) allow Member States to introduce more specific provisions, and state that the basis for public interest shall be laid down by Union or Member State law. The latter provisions may actually lead to various national implementations of the GDPR regarding whether (and to which extent) it is established that research purposes falls under the definition of “public interest”.

An important notice is however that even if “public interest” is the appropriate lawful ground for the handling of admin data for sampling purposes, the other requirements of the GDPR still applies, e.g. regarding the rights of the data subjects. Any possible derogation from these rights must have a legal basis.
When the sampling is done, a typical next step is to invite the sample to participate in the survey. At this stage, information about which personal admin data have already been handled should be provided to the data subjects (Article 14(3)(b)). Thus, the further handling of admin data will be based either on consent (from the participants) or, for the non-respondents, continue to be grounded in “public interest”.

**Broad consent**

Another scenario is when survey data are collected and stored with the intention of keeping the possibility open to future linkage to admin data for research purposes. At the starting point of such a project, it could be challenging to provide the respondents with all relevant information. One issue is how specific the information about future linking and research purposes must be to secure an informed consent. Another issue is to what extent future scientifically interesting admin data can be sufficiently covered. If admin records must be named to ensure an informed consent, this would limit future research if new, relevant admin data sources are established.

In essence, the GDPR puts great emphasis both in individuals having clear granular choices upfront and furthermore; ongoing control over their consent. Article 6(1)(a) confirms that a consent must be given in relation to “one or more specific” purposes and that a data subject has a choice in relation to each of them. This requirement aims to ensure user control and transparency for the data subject. As a part of “specific”, the data subject must be given granular options to consent separately to different types of processing wherever this is appropriate.

The WP29 guidelines however comment that recital 33 “seems to bring some flexibility to the degree of specification and granularity of consent in the context of scientific research” (WP29, p. 27). Recital 33 states:

> “It is often not possible to fully identify the purpose of personal data processing for scientific research purposes at the time of data collection. Therefore, data subjects should be allowed to give their consent to certain areas of scientific research when in keeping with recognised ethical standards for scientific research. Data subjects should have the opportunity to give their consent only to certain areas of research or parts of research projects to the extent allowed by the intended purpose”.

The WP29 guidelines points out that research projects based on consent anyhow must have a well-described purpose, although it could be described at a more general level. Furthermore, the WP29 guidelines seem to clearly indicate that other controllers can rely on the original consent if previously named: “If the data is to be transferred to or processed by other controllers who wish to rely on the original consent, these organisations should all be named [in the process of obtaining consent]” (WP29, p. 13-14). How should naming of other controllers be handled if survey data are collected with the aim of making linkage to admin data available for the whole research society?

As stated by The Information Commissioner’s Office and Finnish Social Science Data Archive (FSD), more detailed guidance on the naming of parties and the future purposes of the processing at the time of data collection is needed.

Transparency is an additional safeguard when the circumstances of the research do not allow for a specific consent. A lack of purpose specification may be offset by information on the development of the purpose being provided regularly by controllers as the research
project progresses so that, over time, the consent will be as specific as possible. When doing so, the data subject has at least a basic understanding of the state of play, allowing him/her to assess whether or not to use, for example, the right to withdraw consent pursuant to Article 7(3) (WP29, p. 28).

**Information to the data subjects**

Based on Article 5 of the GDPR, the requirement for transparency is one of the fundamental principles. Providing information to data subjects prior to obtaining their consent is essential in order to enable them to make informed decisions, understand what they are agreeing to, and for example exercise their right to withdraw their consent (WP29, p. 13).

Any information addressed to the data subjects and/or request for consent must be provided in a concise, intelligible and easily accessible form, using clear and plain language (Article (7)(2), 12 and Recital 78). For consent to be informed, at least the following information is required (WP29, p. 13):

(i) the controller’s identity,

(ii) the purpose of each of the processing operations for which consent is sought,

(iii) what (type of) data will be collected and used,

(iv) the existence of the right to withdraw consent,

(v) information about the use of the data for decisions based solely on automated processing, including profiling (cf. Article 22)

(vi) if the consent relates to transfers, about the possible risks of data transfers to third countries in the absence of an adequacy decision and appropriate safeguards (Article 49 (1a)).

In addition to this list of required information for consent to be valid, a controller must also deal with the separate information duties laid down in Articles 13 and 14 in order to be compliant with the GDPR. In practice, compliance with the information duties and compliance with the requirement of informed consent may lead to an integrated approach in many cases. However, the WP29 guidelines points out that valid informed consent can exist, even if not all elements of Articles 13 and/or 14 are mentioned in the process of obtaining consent. These points should then be mentioned other places, such as in the privacy notice of a company. WP29 has issued separate guidelines on the requirement of transparency (WP29, p. 15).

Article 13 and 14 outlines the following list of required information:

**Article 13 - Information to be provided where data is collected from the data subject**

Data subjects (respondents/non-respondents) must be provided with the following information at the time data are obtained and when information is updated:

The identity and the contact details of the controller and, where applicable, of the controller’s representative;
• Processors do not need to be named as part of the consent requirements, although a controller will need to provide (e.g. on its website) a full list of recipients or categories of recipients including processors (WP29 p. 14).

The contact details of any data protection officer;

The purposes of the processing for which the personal data are intended as well as the legal basis for the processing;

• Description of the purposes of the survey.

• Relevant legal bases for a survey infrastructure can be:
  o Consent (Article 6.1 (a))
  o Explicit consent (Article 9.2 (j)) when collecting sensitive data, e.g.: “the questionnaire involves questions on e.g. political opinions, religious beliefs, health issues etc.”
  o Processing is necessary for a task carried out in the public interest (Article 6.1 (e)) or processing is necessary for scientific research purposes in the public interest and in accordance with Article 89 (1) - (Article 9.2(j)) for data collected from NSIs, data about respondents’ neighbourhood/area, and reasons for not participating etc. However, this legal basis is subject to national implementation and may vary between countries.

If processing is based on Article 6, 1 (f) - legitimate interests pursued by the controller or by a third party, except where such interests are overridden by the interests or fundamental rights and freedoms of the data subject, one must describe the legitimate interest pursued by the controller;

The recipients or categories of recipients of the personal data, if any;

• Describe who will have access to contact information and indirectly identifiable data

Where applicable, the fact that the controller intends to transfer personal data to a third country (meaning outside EU/EEA) or international organisation;

• This could be relevant if any of the processors stores their data outside of EU/EEA, e.g. by using cloud service providers as sub processors.
• Or e.g. if researchers from outside EU/EEA will have access to non-anonymous raw data.

The period for which the personal data will be stored, or if that is not possible, the criteria used to determine that period;

• For how long will contact information be stored?
• For how long will non-anonymous raw data be stored?

The existence of the data subject’s rights;

• Access to, rectification or erasure of personal data
• Restriction of processing
• Objection to processing
• Data portability
- The right to withdraw consent at any time without affecting the lawfulness of processing based on consent before its withdrawal
  - If the controller or processor is no longer capable of re-identifying the data subject after the contact information/scrambling key is deleted without collecting additional information, the controller may define that data subjects are free to withdraw (and thus require their personal data to be deleted) up until this point (cf. Article 11(1))

The right of participants to lodge a complaint with a supervisory authority;

Information on any processing of the personal data for a purpose other than that for which the personal data were collected;

**Article 14 - Additional information to provide when data is collected from third parties**

For data not collected directly from the data subjects, the controller shall in addition provide the data subject with the categories of these personal data (Article 14(d)). Information must be provided about all types of data that will be collected from third parties. The categories of these auxiliary data, from which sources they come from and (if applicable) whether they are publicly available must be included. Concerns e.g.:

- Information from the sampling frame
- Collection of neighbourhood contextual information
- Interviewer’s notes of the non-respondent’s reasons not to participate, like language barriers, illness etc
- Planned future linkage to admin/other auxiliary data

**Withdrawal of consent**

Withdrawal of consent is given a prominent place in the GDPR. Article 7(3) prescribes that the controller must ensure that consent can be withdrawn by the data subject as easy as giving consent and at any given time. If there is no other lawful basis justifying the processing (e.g. further storage) of the data, they should be deleted or anonymised by the controller (WP29, p. 22).

The WP29 guidelines emphasize the importance of controllers assessing the purposes for which data is actually processed and the lawful grounds on which it is based prior to collecting the data. The processing could be based on more than one lawful basis. However, the application of one or more bases must be established prior to the processing and in relation to a specific purpose (WP29, p. 22).

A topic the WP29 guidelines doesn’t comments on, is the relationship between Article 7(3); the right to withdraw, and Article 11(1), which calls for controllers – when the processing of personal data no longer requires the identification of a data subject – to be no longer obliged to maintain or acquire additional information to identify the data subject for the sole purpose of complying with this regulation (cf. FSD comments). The FSD exemplifies the need for further clarification with a situation from survey research:

A survey research is conducted on behalf of the controller by a company acting in the capacity of a processor. The legal basis for the data processing is data subject’s consent. The rights and duties between the controller and the processor are stipulated in a contract that fulfils the criteria of Article 28. As per the contract, the processor delivers to the
controller data that is void of direct identifiers. The processor’s activity ends, and no further information is retained or delivered. The data possessed by the controller no longer permits withdrawal of consent as the data subjects can no longer be identified with adequate certainty. Is consent as a legal basis invalid or does Article 11(1) apply to the situation?

Records of consent

The controller must be able to demonstrate that consent has been obtained (Article 7(1)). The WP29 guidelines on consent points out that (cf. WP29 p. 20):

- Controllers are free to develop methods that are fitting in their daily operations
- The requirement to demonstrate consent should not lead to excessive additional data processing
- The GDPR does not prescribe how this should be done in detail
- The controller must be able to prove consent in a given case

The WP29 guidelines give flexibility for complying with Article 7(1) without giving explicit guidance on what is an adequate level of documentation on consent. It is unclear how “methods that are fitting in their daily operations” is to be interpreted, especially in the context of scientific research. Would for instance the following practice fulfil the requirements of Article 7(1)?

A research project conducts face to face survey interviews with research participants. Information is given in advance of the interview, and time and date for the interview is settled. When the interview takes place, the interviewer first asks the participant if the information is read and understood, if the participant has any questions, and accordingly, if he/she gives their consent to participating in the research project. After this assurance, the interviewer ticks off that the participant has received information and has given his/her consent (orally) together with time and date for the consent in his/her record. The record is linked to the identity of the participant by pseudonymisation (cf. FSD comments).

Definitions of anonymisation versus pseudonymisation

Recital 26 sets out that the GDPR does not apply to data that “does not relate to an identified or identifiable natural person or to data rendered anonymous in such a way that the data subject is not or no longer identifiable”. The recital reads further: “personal data which have undergone pseudonymisation, which could be attributed to a natural person by the use of additional information, should be considered to be information on an identifiable natural person”.

Then, recital 26 sets out that “to determine whether a natural person is identifiable, account should be taken of all the means reasonably likely to be used, such as singling out, either by the controller or by another person to identify the natural person directly or indirectly. To ascertain whether means are reasonably likely to be used to identify the natural person, account should be taken of all objective factors, such as the costs of and the amount of time required for identification, taking into consideration the available technology at the time of the processing and technological developments” (Recital 26).

Pseudonymisation is defined in Article 4(5), as the handling of personal data in such a way that no individuals can be identified from the data without a “key” that allows the data to be re-identified. It is a condition for the data to be pseudonymised that the key is kept separately and secure. Hence, this process involves removing or obscuring direct identifiers.
and, in some cases, certain indirect identifiers that could combine to reveal a person’s identity.

The difference between anonymisation versus pseudonymisation thus rests on whether the data can be re-identified. While anonymised data falls outside the scope of the GDPR, controllers can at least benefit from relaxed standards under the GDPR by rendering data pseudonymous (Wes 2017, Achatz 2017).

The GDPR recognises that pseudonymisation can reduce risks to the data subjects concerned and help controllers and processors meet their data-protection obligations (Article 28). Accordingly, the GDPR creates significant incentives for controllers to pseudonymise personal data. Under the GDPR, pseudonymisation can help a controller: (1) fulfill its data security obligations; (2) safeguard personal data for scientific, historical, and statistical purposes; and (3) mitigate its breach notification obligations (Achatz 2017).

Are pseudonymised data always personal data?

The Information Commissioner’s Office is advising on its website that “personal data that has been pseudonymised, e.g. key-coded, can fall within the scope of the GDPR depending on how difficult it is to attribute the pseudonym to a particular individual”.

Following this reservation, it is to say that pseudonymised data can fall within the scope of the GDPR, i.e. they can be personal data, but that this is not necessarily the case. Conversely, if the can fall outside the scope of the GDPR, then it must follow that they can be anonymous (Mourby et.al 2018:3).

How does this interpretation (or guidance) make sense, in light of the GDPR’s definition that pseudonymous data should be considered as information on an identifiable natural person – implying all pseudonymous data - whoever they are held by?

In an early phase of the GDPR, ICO amongst others warned that recital 26, by including a definition of pseudonymisation in the context of the definition of personal data, would create unnecessary confusion. The ICO stated that instead of giving the impression that pseudonymisation is determinative of identifiability, it should rather be understood as a process to be applied to personal data as defined in Article 4(5) (Mourby et.al 2018:4).

Following up on ICO’s interpretation, Mourby et.al argue that the definition of pseudonymisation under the GDPR is not intended to determine whether data are personal, but rather, that recital 26 and its requirement of “means reasonably likely to be used” remains the relevant test as to whether data are personal. This leaves open the possibility that data which have been pseudonymised still can be rendered anonymous, they argue (ibid).

The following example set out by Mourby et.al illustrates the ambiguity of the relationship between pseudonymisation and anonymization:
Mourby et.al concludes that as it is Recital 26 of the GDPR, and not Article 4(5), which determines whether the data are personal data, this leaves open the possibility that data which have undergone pseudonymisation could be anonymous for a third party such as Researcher C (Mourby et.al 2018:4).

Indirectly identifiable data

Indirect identifiers are data that do not identify an individual in isolation but may reveal individual identities if combined with additional data points (Maldoff 2016). Within survey research, a respondent can, for instance, be indirectly identified through a combination of demographic variables such as detailed geographic information (as in state, county, or province), organisations to which the respondent belongs, educational institutions (from which the respondent graduated and year of graduation), detailed occupational titles, place where respondent grew up, exact dates of events (birth, death, marriage, divorce), detailed income, etc. As record linkage between survey data and administrative data adds more detailed background information, the risk of indirect identification in a dataset increases. Longitudinal data, with information on longitudinal links and patterns, present an additional challenge (Cox et.al 2011). A well-known example to illustrate how easily an individual can be identified, is the calculation of, based on year 2000 census data, that 63% of the US population are uniquely identifiable by ZIP code, birthdate, and gender (Golle 2006, Ohm 2010).

Article 29 Working Party (WP29) guidelines on Anonymisation Techniques from 2014 identifies seven techniques that can be used to anonymise records of information:

1. Noise Addition: The personal identifiers are expressed imprecisely (e., weight is expressed inaccurately +/- 10 lb).
2. Substitution/Permutation: The personal identifiers are shuffled within a table or replaced with random values (e., a zip code of 80629 is replaced with “Magenta”).

3. Differential Privacy: The personal identifiers of one data set are compared against an anonymized data set held by a third party with instructions of the noise function and acceptable amount of data leakage.

4. Aggregation/K-Anonymity: The personal identifiers are generalized into a range or group (e., a salary of $42,000 is generalized to $35,000 - $45,000).

5. L-Diversity: The personal identifiers are first generalized, then each attribute within an equivalence class is made to occur at least “l” times. (e., properties are assigned to personal identifiers, and each property is made to occur with a dataset, or partition, a minimum number of times).

6. Pseudonymization – Hash Functions: The personal identifiers of any size are replaced with artificial codes of a fixed size (e., Paris is replaced with “01”, London is replaced with “02”, and Rome is replaced with “03”).

7. Pseudonymization – Tokenization: The personal identifiers are replaced with a non-sensitive identifier that traces back to the original data, but are not mathematically derived from the original data (i.e., a credit card number is exchanged in a token vault with a randomly generated token “958392038”).

4 Conclusions and Recommendations
The potential advantages of administrative data linkage are well documented (Connelly et al., 2016). One of the most potent of these is the ability of researchers to bring their analysis and conclusions closer to the processes of government and society and potentially include the societal relevance of social research generally. Yet despite this promise administrative data linkage is not pervasive within social science research and the proportion of peer-reviewed studies which draw on administrative data as part of their empirical base is still very low.

In this report we have examined the various infrastructure and initiatives aimed at facilitating social science research through linked administrative data. Generally, these have serious limitations. When assessing administrative data along the FAIR principles it performs exceptionally poorly. It is not readily findable with metadata of administrative records being rarely searchable by the scientific community. It is not very accessible as there are strong and often opaque barriers to accessing such data that go beyond data protection regulations. Even in instances where significant investment is made in supporting and facilitating access such as through the Administrative Data Research Network in the UK, there remain serious barriers to access as such investments are not made in data controllers.

Administrative data is also rarely interoperable. The use of persistent identifiers in survey research is increasingly common but many administrative data systems have poor management of such persistent identifiers leading to mismatches, duplications or lost records (Abowd et al., 2018). To support the quality of these persistent identifiers and their use in administrative data linkage, it is good practice to use the administrative data records as a sampling frame for the survey in the first instance. This enables such quality issues to be incorporated and accounted for in the survey design. Achieving this will however require social science infrastructures to actively lobby for better sampling frames and sampling access such as the activities in work package 2 of SERISS.
Finally, administrative data needs to be reusable. The use of tools such as Jupyter notebooks needs to be central within administrative data infrastructures and access procedures need to be constructed in such a way that inherently allows for replication studies. This is not common in administrative data linkage studies but should become best practice. There is nothing within data protection regulations that would necessarily prevent this as the purpose of processing would remain the same.

Nevertheless, there are many reasons to be optimistic about the prospects of linked administrative data within social science research. A shared and clear legal framework provided for by the General Data Protection Regulation which explicitly allows for processing for research purposes is a significant improvement for social science research, particularly in the acquisition of sampling frames which are the basis on which future administrative data linkage can be conducted. From a technical perspective, there are also a wide range of possibilities that are opening up with regards to distributed computation and secure cloud services which could further expand researchers’ opportunities for linking to administrative data. In the context of the European Open Science Cloud, improved e-infrastructures will be vital to this end and will be a goal shared across a number of scientific disciplines including the health and biomedical sciences.

The final conclusion of this report is however a note of caution which is drawn from the experiences of all the infrastructures and initiatives that are included here. For administrative data linkage to be feasible for research purposes, it must include the ‘buy-in’ of data controllers. In the ADRN, this was not evident and led to many stalled projects. In projects such as IDAN, ODISSEI or CASD, this was more evident. Social Science Infrastructures aimed at administrative data linkage should think carefully about what they can offer such data controllers. This could include training in advanced analytic techniques, improved computational hardware or innovative data sources. Regardless, administrative data infrastructures must have administrative data controllers as central stakeholders and an operational and business model that clearly serves them in a unique and constructive way.
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We propose a new methodology that does not assume a priori specification of the statistical properties of the measurement errors and treats all sources as noisy measures of some underlying true value. The unobservable true value can be represented as a weighted average of all available measures, using weights that must be specified a priori unless there has been a truth audit. The Census Bureau's Survey of Income and Program Participation (SIPP) survey jobs are linked to Social Security Administration earnings data, creating two potential annual earnings observations. The reliability statistics for both sources are quite similar except for cases where the SIPP used imputations for some missing monthly earnings reports.


Provisions within the Affordable Care Act, including the introduction of subsidized, exchange-based coverage for lower income Americans lacking access to employer coverage, are expected to greatly expand the size and importance of the individual market. Using multiple federal surveys and administrative data from the National Association of Insurance Commissioners, we generate national-, regional-, and state-level estimates of the individual market. In 2009, the number of nonelderly persons with individual coverage ranged from 9.55 million in the Medical Expenditure Panel Survey to 25.3 million in the American Community Survey. Notable differences also exist between survey estimates and National Association of Insurance Commissioners administrative counts, an outcome likely driven by variation in the type and measurement of individual coverage considered by surveys relative to administrative data. Future research evaluating the impact of the Affordable Care Act coverage provisions must be mindful of differences across surveys and administrative sources as it relates to the measurement of individual market coverage.


The commentary by academics on the proposed European General Data Protection Regulation in [2013] 29 CLSR 180 has provoked thoughts in response. The responder strongly agrees with the doubts expressed about the definition of personal data, anonymisation and the identifiability of individuals. On the other hand, he disagrees with the views on consent and legitimacy and proposes support for a risk-based approach to data protection. He suggests that data protection does not need to be defended from the attack that it stifles business, but is justifiable for its assertion of fundamental rights. In conclusion, he shares the criticism of the European Commission's delegated and implementing powers and is concerned that the Regulation will be rushed to a conclusion for reasons of political ambition. (C) 2013 Francis Aldhouse. Published by Elsevier Ltd. All rights reserved.


As early as the 1970's, privacy studies recognised that 'anonymization' needed to be approached with caution. This caution has since been vindicated by the increasing sophistication of techniques for re-identification. Yet the courts in the UK have so far only hesitatingly grappled with the issues involved, while European courts have produced no guidance. Reviewing the limited case law, the author finds the concepts of both 'personal data' (which must be protected) and 'anonymization' (which removes this requirement) misleadingly simplistic. A more practical approach would recognize that identifiability sits on a continuum so that regulation needs to be risk-based and proportional. He proposes some consequential changes to the proposed EU Regulation, albeit with modest hopes for success. This paper is a
shortened and slightly revised version of a dissertation submitted in April 2013 to Staffordshire University for the award of the degree of LLM.


The number of empirical studies in personnel economics using administrative and survey data has grown rapidly in recent years. We survey the use of administrative data to examine employment contracts. Specifically, we consider three types of data that have been widely used in empirical studies: historical firm-level records, contemporary firm-level records and national matched employer-employee records. Studies using this sort of administrative data have shed considerable light on the nature of employment relationships.


**PURPOSE:** To determine the extent of authorization bias in a study linking survey and medical record data in a general population-based investigation. **METHODS:** Authorization status (authorized data linkage was ascertained through a sequential mixed mode mail and telephone survey conducted in Olmsted County, MN. Respondents (regardless of authorization status) were linked to the Rochester Epidemiology Project (REP), the medical record system; for health care providers in Olmsted County. The REP provided data on gender, age, race, health status (comorbid conditions) and health care utilization (ER admission, hospital admission, clinical office visits and procedures). Authorizers (n = 1357) are compared to non-authorizers (n=217) with respect to these demographic and clinical characteristics. **RESULTS:** 86.2% of respondents authorized data linkage. Non-authorizers were younger, healthier (lower Charlson score), and less likely to have 3 or more recent clinical office visits. In multivariate analysis, Charlson score was no longer a significant predictor of authorization while an ER visit did predict: authorization. **CONCLUSIONS:** Younger subjects are less likely to authorize data linkages. As such researchers should be aware of this source of potent potential bias when analyzing population-based linked survey and administrative data. The presence of hits with respect to health care users is more complicated. It is dependent on how the concept is operationalized with heavy clinical users more likely to authorize and those with ER visits less so. Ann I epidemiology 2011;21:706-709.


**OBJECTIVES:** Hypertension is a major risk factor for cardiovascular diseases. Nearly one adult in four was diagnosed with hypertension in 2007-2008 in Canada. One of the objectives of this study was to determine whether the prevalence of hypertension in Quebec as assessed using administrative data is comparable to that specifically measured in surveys, especially for the elderly population. **METHODS:** Trends in prevalence, incidence and mortality were examined using the Quebec Integrated Chronic Disease Surveillance System built from grouping numerous administrative databases from 1996-1997 to 2009-2010. Blood pressure measurements, hypertension prevalence, awareness and control were obtained in 1,706 Quebecers in the combined cycles of the Canadian Health Measures Survey. **RESULTS:** Using administrative databases, 23.6% [95% confidence interval, 23.5-23.6] of the Quebec population (n=1,433,400) aged >= 20 years was diagnosed with hypertension in 2009-2010, an increase of 32.1% compared to 2000-2001. The incidence decreased by 27.3%. Among people aged >= 65 years, the prevalence rose to 69.0% [95% CI: 68.8-69.2] in women and 61.7% [95% CI: 61.5-61.9] in men. For people aged 20-79 years, the prevalence of hypertension was lower with the administrative data compared to the survey (20.2% and 23.1%, respectively). The level of awareness, treatment and control were 84.3%, 83.1% and 67.9%, respectively. **CONCLUSION:** The prevalence of hypertension derived from administrative data is comparable to that obtained with a health measured survey. Elderly women (>= 65 years) are a very high-risk subgroup. The levels of awareness, treatment and control of hypertension in Quebec are very high.

In many developing countries, vital registration systems are incomplete, and demographic data collected by other methods, such as censuses and surveys, are defective. After a brief account of different strategies for coping with this situation, there is a description of Brass’s general principles for obtaining estimates from unreliable data. These principles are: (i) serendipity, or making the most of one’s chances; (ii) rehabilitation, or interfering as little as possible; (iii) consistency, or making use of underlying demographic relationships; (iv) robustness, that good estimates can be made even when the underlying assumptions are not fully met; and (v) no rule, or nothing works all the time. Four useful general devices, cumulation, the use of reference standards, linearizing transformations, and scaling transformations, are then illustrated. All the techniques described in this volume have already been published elsewhere, although often in obscure and hard to obtain United Nations reports. The great value of this collection is that all the important methods developed by Professor Brass for dealing with defective or deficient data have been brought together in one place, with examples of their application, and an explanation of the principles of his general approach to data adjustment.


Using as much administrative data as possible is a general trend among most national statistical institutes. Different kinds of administrative sources, from tax authorities or other administrative bodies, are very helpful material in the production of business statistics. However, these sources often have to be completed by information collected through statistical surveys. This article describes the way Insee has implemented such a strategy in order to produce French structural business statistics. The originality of the French procedure is that administrative and survey variables are used jointly for the same enterprises, unlike the majority of multisource systems, in which the two kinds of sources generally complement each other for different categories of units. The idea is to use, as much as possible, the richness of the administrative sources combined with the timeliness of a survey, even if the latter is conducted only on a sample of enterprises. One main issue is the classification of enterprises within the NACE nomenclature, which is a cornerstone variable in producing the breakdown of the results by industry. At a given date, two values of the corresponding code may coexist: the value of the register, not necessarily up to date, and the value resulting from the data collected via the survey, but only from a sample of enterprises. Using all this information together requires the implementation of specific statistical estimators combining some properties of the difference estimators with calibration techniques. This article presents these estimators, as well as their statistical properties, and compares them with those of other methods.


Introduction: Informed provision of population mental health services requires accurate estimates of disease burden. Methods: We estimated the treated prevalence of bipolar disorders by mental health services in the Calgary Zone, a catchment area in Alberta with a population of over one million. Administrative data in a central repository provides information of mental health care contacts for about 95% of publically funded mental health services. We compared this treated prevalence against self-reported data in the 2002 Canadian Community Health Survey: Mental Health and Well-Being (CCHS 1.2). Results: Of the 63,016 individuals aged 18 years plus treated in the Calgary Zone in 2002-2008, 3659 (5.81%) and 1065 (1.70%) were diagnosed with bipolar I and bipolar II disorder, respectively. The estimated treated population prevalence of these disorders was 0.41% and 0.12%, respectively. We estimated that 0.44% to 1.17% of the Canadian population was being treated by psychiatrists for bipolar I disorder from CCHS 1.2. Discussion: For bipolar I disorder the estimate based on local administrative data is close to the lower end of the health survey range. The degree of agreement in our estimates reinforces the utility of administrative data repositories in the surveillance of chronic mental disorders.

Biometric systems provide a valuable service in helping to identify individuals from their stored personal details. Unfortunately, with the rapidly increasing use of such systems, there is a growing concern about the possible misuse of that information. To counteract the threat, the European Union (EU) has introduced comprehensive legislation that seeks to regulate data collection and help strengthen an individual's right to privacy. This article looks at the implications of the legislation for biometric system deployment. After an initial consideration of current privacy concerns, the definition of personal data and its protection is examined in legislative terms. Also covered are the issues surrounding the storage of biometric data, including its accuracy, its security, and justification for what is collected. Finally, the privacy issues are illustrated through three biometric use cases: border security, online bank access control, and customer profiling in stores.


The European Union needs a common health information infrastructure to support policy and governance on a routine basis. A stream of initiatives conducted in Europe during the last decade resulted into several success stories, but did not specify a unified framework that could be broadly implemented on a continental level. The recent debate raised a potential controversy on the different roles and responsibilities of policy makers vs the public health community in the construction of such a pan-European health information system. While institutional bodies shall clarify the statutory conditions under which such an endeavour is to be carried out, researchers should define a common framework for optimal cross-border information exchange. This paper conceptualizes a general solution emerging from past experiences, introducing a governance structure and overarching framework that can be realized through four main action lines, underpinned by the key principle of "Essential Levels of Health Information" for Europe. The proposed information model is amenable to be applied in a consistent manner at both national and EU level. If realized, the four action lines outlined here will allow developing a EU health information infrastructure that would effectively integrate best practices emerging from EU public health initiatives, including projects and joint actions carried out during the last ten years. The proposed approach adds new content to the ongoing debate on the future activity of the European Commission in the area of health information.


We argue that the development and expansion of direct, secure access to administrative micro-data should be a top priority for the NSF. Administrative data offer much larger sample sizes and have far fewer problems with attrition, non-response, and measurement error than traditional survey data sources. Administrative data are therefore critical for cutting-edge empirical research, and particularly for credible public policy evaluation. Although a number of agencies have successful programs to provide access to administrative data - most notably the Centers for Medicare and Medicaid Services - the United States generally lags far behind other countries in making data available to researchers. We discuss the value of administrative data using examples from recent research in the United States and abroad. We then outline a plan to develop incentives for agencies to broaden data access for scientific research based on competition, transparency, and rewards for producing socially valuable scientific output.


Recent papers find that earnings volatility is again on the rise (Dynan et al. 2008, and Shin and Solon 2011). Using household survey data the matched Current Population Surveys and Survey of Income and Program Participation-and the newly available Longitudinal Employment
and Household Dynamics administrative dataset, we find that earnings volatility was remarkably stable in the 1990s and through the mid 2000s. This evidence is in contrast to that from the Panel Study of Income Dynamics (PSID) which registers a sharp increase in the early 2000s. We investigate whether adjusting measures based on our sources to more closely match the characteristics of the PSID can reconcile this divergence in trends, but do not find a clear explanation for the divergence. We also find little evidence of a rise over this period in the components of volatility: volatility among job leavers, volatility among job stayers, and the fraction of workers who are job leavers.


Background: The literature reports inconsistent evidence of the effects of nurse staffing on mortality despite continuing examination of this association. Objective: To examine differences in provision of basic nursing care and in-hospital and 30-day mortality by nurse staffing of ICUs and general wards among acute stroke patients admitted to ICUs during hospitalization. Design: A cross-sectional design that included survey and administrative data. Settings and participants: The Study included 6957 patients with haemorrhagic and ischemic stroke who were admitted to ICUs of 185 Korean hospitals. Methods: Nurse staffing of ICUs and general wards was graded based on the bed-to-nurse ratios of each hospital. Provision of basic care was measured by whether five activities, such as bathing and feeding assistance, were fully provided by ICU nursing staff without delegation to patient families. Hospitals were categorized into low, middle, and high mortality groups for in-hospital and 30-day mortality based on z-scores that indicated standardized difference between observed and expected mortality after controlling for patient characteristics. Results: In 83.8% of hospitals, basic care was provided fully by ICU nursing staff. The overall in-hospital and 30-day mortality rates were 21.9 and 25.4%, respectively. Hospitals with higher ICU staffing were more likely to fully provide basic care. Better ICU and general staffing tended to be associated with lower in-hospital and 30-day mortality. Compared with in-hospital mortality, 30-day mortality had a more distinct increase as nurse staffing became worse. Conclusion: The findings provide evidence that nurse staffing may impact provision of basic care and patient mortality and suggest the need for policies for providing adequate nurse staffing.


Objective. To compare case register data on the frequency and distribution of known dementia cases in a metropolitan area population with expected total numbers computed from a national disability survey. Method. Known cases were enumerated by a cross-sectional census of the Camberwell Dementia Register. Expected total numbers were calculated using the Cognitive Disability (CD) Planning Model, based on the OPCS national survey of disability, 1985-86. Results. Cases ascertained by the Dementia Register census comprised one-fifth of expected total prevalence. The proportion of such cases was higher for persons in long-stay care (1 in 3) than for those in private households (1 in 7). According to the CD Planning Model, cases known to specialist agencies were on average no more severely disabled and dependent than those who were unknown. In terms of absolute numbers, the district nursing and home help services appeared to be the most important untapped sources of case detection, but other research indicates that general practice contacts (not included in the planning model) may be at least equally important. Conclusions. At any given time, a high proportion of dementia cases, whether in long-stay care or in the community, will be outside the purview of specialist services. Primary care agencies are a major potential source, and a systematic health screening of persons aged over 75 years could be used to realize this potential.

We document trends in the volatility in earnings and household incomes between 1985 and 2005 in three different data sources: administrative earnings records, the Survey of Income and Program Participation (SIPP) matched to administrative earnings records, and SIPP survey data. In all data sources, we find a substantial amount of year-to-year volatility in workers’ earnings and household incomes. In the data sources that contain administrative earnings, we find that volatility has been roughly constant, and has even declined slightly, since the mid-1980s. These findings differ from what is found using survey data and what has been reported in previous studies.


We administered a health insurance coverage survey module to a sample of 4,575 adult Blue Cross and Blue Shield of Minnesota (BCBS) members to examine if people who have health insurance coverage self-report that they are uninsured. We were also interested in whether respondents correctly classify themselves as having commercial, Medicare, MinnesotaCare, and/or Medicaid coverage (the four sample strata). The BCBS of Minnesota sample is drawn from both public and commercial health insurance coverage strata that are important to policy research involving survey data. Our findings support the validity of our health insurance module for determining whether someone who has health insurance is correctly coded as having health insurance coverage, as only 0.4 percent of the BCBS members answered the survey as though they were uninsured. However, we find problems for researchers interested in using survey responses to specific types of public coverage. For example, 21 percent of the Medicaid self-reported coverage came from known enrollees and only 67 percent of the MinnesotaCare self-reported count came from known enrollees. We conclude with a discussion of the study’s implications for understanding the Medicaid "undercount" and the validity of self-reported health insurance coverage.


The five-year wait is finally over; a few days before expiration of 2015 the “trilogue” that had started a few months earlier between the Commission, the Council and the Parliament suddenly bore fruit and the EU data protection reform package has finally been concluded. As planned since the beginning of this effort a Regulation, the General Data Protection Regulation is going to replace the 1995 Directive and a Directive, the Police and Criminal Justice Data Protection Directive, the 2008 Data Protection Framework Decision. In this way a long process that started as early as in 2009, peaked in early 2012, and required another three years to pass through the Parliament's and the Council's scrutiny is finished. Whether this reform package and its end-result is cause to celebrate or to lament depends on the perspective, the interests and the expectations of the beholder. Four years ago we published an article in this journal under the title “The proposed data protection Regulation replacing Directive 95/46/EC: A sound system for the protection of individuals”. This paper essentially constitutes a continuation of that article: now that the General Data Protection Regulation’s final provisions are at hand it is possible to present differences with the first draft prepared by the Commission, to discuss the issues raised through its law-making passage over the past few years, and to attempt to assess the effectiveness of its final provisions in relation to their declared purposes.


Background: Population surveys and health services registers are the main source of data for the management of public health. Yet, the validity of survey data on the use of mental health services has been questioned repeatedly due to the sensitive nature of mental illness and to the risk of recall bias. The main objectives of this study were to compare data on the use of mental health services from a large scale population survey and a national health services register and to identify the factors associated with the discrepancies observed between these two sources of data. Methods: This study was based on the individual linkage of data from the
cycle 1.2 of the Canadian Community Health Survey (CCHS-1.2) and from the health services register of the Regie de l'assurance maladie du Quebec (RAMQ). The RAMQ is the governmental agency managing the Quebec national health insurance program. The analyses mostly focused on the 637 Quebecer respondents who were recorded as users of mental health services in the RAMQ and who were self-reported users or non users of these services in the CCHS-1.2. Results: Roughly 75%, of those recorded as users of mental health services users in the RAMQ's register did not report using mental health services in the CCHS-1.2. The odds of disagreement between survey and administrative data were higher in seniors, individuals with a lower level of education, legal or de facto spouses and mothers of young children. They were lower in individuals with a psychiatric disorder and in frequent and more recent users of mental health services according to the RAMQ's register. Conclusions: These findings support the hypotheses that social desirability and recall bias are likely to affect the self-reported use of mental health services in a population survey. They stress the need to refine the investigation of mental health services in population surveys and to combine survey and administrative data, whenever possible, to obtain an optimal estimation of the population need for mental health care.


Explaining individual, regional, and provider variation in health care spending is of enormous value to policymakers but is often hampered by the lack of individual level detail in universal public health systems because budgeted spending is often not attributable to specific individuals. Even rarer is self-reported survey information that helps explain this variation in large samples. In this paper, we link a cross-sectional survey of 267188 Australians age 45 and over to a panel dataset of annual healthcare costs calculated from several years of hospital, medical and pharmaceutical records. We use this data to distinguish between cost variations due to health shocks and those that are intrinsic (fixed) to an individual over three years. We find that high fixed expenditures are positively associated with age, especially older males, poor health, obesity, smoking, cancer, stroke and heart conditions. Being foreign born, speaking a foreign language at home and low income are more strongly associated with higher time-varying expenditures, suggesting greater exposure to adverse health shocks.


In social survey research there is a great deal of interest in enriching survey data with administrative data sources such as income, employment or even criminal records. However, the added value of such data linking to administrative data sources is rarely considered. Using data from the GGS in Sweden as an example, this paper outlines ways in which administrative data can be enriched by linking to a social survey. First, the survey process provides an opportunity to attain consent from respondents to link their data from administrative records (e.g. employment and birth records). In so doing, social surveys provide the key of consent for complex data linking and the subsequent ability to use administrative data to answer pressing social questions. Second, social surveys provide an opportunity to validate the data collection processes within administrative data collections. Third, the social surveys collect data themselves which is wholly absent from administrative records but is nonetheless of interest to both administrative data holders and social scientists. For example, the GGS contains data on the distribution of household work which, when taken in conjunction with administrative data provides key insights into gender roles throughout society. The analysis presented within the paper examines these three advantages and the degree to which they are evident in the case of the Swedish GGS. Given Sweden’s strong administrative data tradition, it represents an example of how social survey data can supplement even a highly developed social statistics system.

This handbook on European data protection law is jointly prepared by the European Union Agency for Fundamental Rights (FRA) and the Council of Europe together with the Registry of the European Court of Human Rights. The aim of this handbook is to raise awareness and improve knowledge of data protection rules in European Union and Council of Europe member states by serving as the main point of reference to which readers can turn. It is designed for non-specialist legal professionals, judges, national data protection authorities and other persons working in the field of data protection.

Gebhardt, H. P. (1990). The Legal Basis of Data Protection and Data Protection in the Field of Telecommunications in 7 Countries - Switzerland, France, the Federal-Republic-of-Germany, the United-Kingdom, Sweden, the United-States and Japan. *Telecommunication Journal, 57*(1), 37-44.


With increased attention to administrative data for statistical purposes, analyses of the quality of administrative data and comparisons to survey data are greatly needed. This article presents a methodology for identifying sources of error in administrative and survey data and for identifying sources of differences between administrative and survey estimates. The first part of the methodology is a statistical decomposition of the difference between administrative and survey estimates. The second part investigates the causes of measurement error and the factors associated with differences between what the same respondents report in the survey and the administrative records. I illustrate this methodology using a case study of the monthly employment figures gathered from U.S. businesses. This analysis demonstrates that both administrative data and survey data may contain errors and that reporting procedures are likely to differ between the two types of data. The article also identifies practical ways to assess data quality.


This chapter discusses the TIES project (The Integration of the European Second Generation) research methodology. The following sections address the envisioned model sampling strategy, and sampling frame availability and constraints for each participating country and city. Apart from the problem of overcoming lack or deficiencies of nationally representative frames to sample from, the majority of the TIES survey target audience also proved difficult to contact and difficult to pin down for an interview. Low response rates raise doubts about whether responding persons can represent non-respondents in terms of personal characteristics and measured attitudes and opinions. For Amsterdam Rotterdam and Stockholm, this could be examined more closely because basic information on non-respondents was available in population registers. This information revealed that age, sex and marital status differences between responding and non-responding persons proved to be slight, lending support to claim statistical representativity of the collected data in these cities.


Overall levels of mortality have declined in all socioeconomic status (SES) groups in the EU, but there are indications that relative mortality differences between those in low and high SES
groups have increased. EU policy groups and departments expressed the need to address this issue but noted that comparable and high quality linked systems of data collection and statistics required for the monitoring and evaluation of policies addressing this issue, are not yet in place in all Member States. Although all National Statistical Institutes (NSI) in Member States collect and compile mortality data, they differ regarding the kind of SES characteristics that are collected. Educational attainment, occupation, and less so economic status, are main SES indicators for which data are collected and compiled. Yet evidence suggests that data and administrative data sources differ considerably concerning accessibility, completeness, coverage, quality, and employed database record-matching and -linkage methods. Furthermore, capabilities of NSIs differ as regards the routine derivation of mortality statistics by SES, and they often use different definitions and measures, notably of SES. Based on a rapid appraisal of data sources maintained by NSIs, a review of relevant studies on mortality differentials by SES, including database record-linkage literature, our main recommendations are the following. First, Member States should preferably work towards improving and harmonizing their data sources on SES and mortality, by adopting a prospective, linked approach. Application of different record linkage methods of datasets should be explored, including deterministic and probabilistic methods and use of special-purpose software. Second, we recommend exploring other ways of deriving mortality statistics by SES, such as by (a) incorporating educational attainment and last occupation on death certificates; (b) covering the conventional SES indicators of educational attainment, occupational status and economic status in the forthcoming 2011 round of censuses in the EU; (c) collecting in the census the latter type of information, by proxy, of recently deceased household members; (d) covering the aforementioned issues in a sample survey built into the census (i.e. use of a more elaborate questionnaire in every k-th household), if costs of covering them in census questionnaires are too high. Third, we recommend that both absolute and relative measures are used in analyses and publications, such as rate ratios and rate differences in mortality of lowest versus highest socio-economic groups, relative index of inequality, and slope index of inequality. Fourth, to assist Members States, a technical cooperation and assistance project must be developed that starts out with the production of country-specific assessment studies covering: (a) organisational and technical details of existing health, mortality and SES data collection and compilation sources and procedures, including indicators and definitions used; (b) legislative, logistical, financial, technical, and human resource constraints, including training needs; (c) identification and formulation of feasible strategies to overcome these constraints. The evaluation of assessment reports at regional workshops should translate into the development and implementation of realistic work plans which, by the end of the project, result in (1) harmonized systems of data collection and compilation on mortality by SES, and (2) country reports, describing and analyzing health and mortality conditions by socioeconomic status, using comparable measures and methods of analysis, and common formats of presentation of findings.


Despite numerous empirical studies, there is surprisingly little agreement about whether the Social Security earnings test affects male labor supply. In this paper, we provide a comprehensive analysis of the labor supply effects of the earnings test using longitudinal administrative earnings data and more commonly used survey data. We find that the response to the earnings test in survey data is obfuscated by measurement error and labor market rigidities. Accounting for these factors, our results suggest a consistent and substantial response to the earnings test, especially for younger men.


Data protection and privacy gain social importance as technology and data flows play an ever greater role in shaping social structure. Despite this, understanding of public opinion on these issues is conspicuously lacking. This article is a meta-analysis of public opinion surveys on data protection and privacy focussed on EU citizens. The article firstly considers the understanding and awareness of the legal framework for protection as a solid manifestation of the complex concepts of data protection and privacy. This is followed by a consideration of perceptions of
privacy and data protection in relation to other social goals, focusing on the most visible of these contexts the debate surrounding privacy, data protection and security. The article then considers how citizens perceive the 'real world' environment in which data processing takes place, before finally considering the public's perception and evaluation of the operation of framework against environment.


Summary Death registration statistics, even when incomplete, can provide valuable information about mortality. In particular, the age structure of deaths can be used to estimate the completeness of registration, provided that this completeness does not vary substantially with age. Two methods of estimating the completeness of death registration from the distribution of deaths by age are described. The first is derived from stable population theory and requires an estimate of the rate of natural increase of the population, as well as assuming stability. However, the technique can also be used to generate simultaneously estimates of the rate of natural increase and of death registration completeness. The second method which requires two census age distributions and intercensal deaths by age, estimates the relative enumeration completeness of the two censuses as well as the completeness of death registration and requires only that the population be closed. Results are sensitive to overstatement of age. The methods are illustrated by being applied to figures from Thailand for the period 1960-70 and are found to work satisfactorily.


Background: Social consequences of disease may be subject to register based follow-up. A Danish database, DREAM, allows weekly follow-up of any public transfer payment. This study aimed to evaluate the feasibility of the register for use in public health research. Material and methods: The DREAM database includes information on all public transfer payments administered by Danish ministries, municipalities, and Statistics Denmark for all Danish citizens on a weekly basis since 1991. The DREAM database was compared with self-reported information on sources of income in a population survey from 2001 with about 5,000 participants. Results: According to DREAM, 80.2% of respondents had received some kind of transfer income since 1991. For the week they filled in the questionnaire, 9.0% had a record of labour-market-related benefit (unemployment benefit, social assistance, wage subsidy), 6.4% a health-related benefit (sickness benefit, vocational rehabilitation allowance, salary from subsidized jobs for persons with limited work capacity, anticipatory pension), 10.1% a voluntary retirement pension, while 74.4% had no record of transfer payment for that week. The predictive value of DREAM was 74.8% for health-related transfer payment and 98.2% for self-support. Among persons with a record of sickness benefit, 52.4% reported no transfer payment. Conclusion: The DREAM database is feasible for follow-up of social and economic consequences of disease. Respondents may be unaware of payments transferred by the public authorities to the employer, and in such cases DREAM may be the best source of information. The database is useful for public health research, but may also be useful for socioeconomic analyses of selection bias and dropout from other studies.


This article analyzes issues related to health information privacy in workers' compensation cases. Privacy of health information arises as an important issue in workers compensation cases because of the need to balance medical information as evidence with a workers' right to privacy. As such, the purpose, design and administration of workers' compensation cases as well as legal protections in federal and state constitutional, statutory and judicial law become important. Tension arises between federal interests in protecting health information privacy and state interests in regulating state workers' compensation cases free from federal intrusion.
Because information about health is so sensitive, there is a strong need to protect workers from mandatory disclosure of such information in order to bring a workers’ compensation case. On the other hand, the need for states to be able to regulate workers’ compensation and their need for such information is also valuable. After examining federal protection of health information collected, used and disclosed in state workers’ compensation systems, the author proposes using state workers’ compensation insurers and providers in the HHS proposed health insurance information privacy protections for proposed federal legislation. Although privacy interests are important in workers’ compensation cases, in order for the system to succeed, individuals cannot ultimately control how their information is used. Society will benefit from a uniform and fair system to deal with employee injuries even if the disclosure of information in compulsory. The author advocates beginning by applying federal health information privacy systems to the systems already in place. The systems of health information privacy and workers’ compensation can then be molded together to ensure the integrity of the information as well as the health of the workers.


This paper outlines disclosure avoidance methods that are currently used for official microdata in Japan, and examines micro-aggregation as a disclosure avoidance method. While perturbative methods such as additive noise and swapping including micro-aggregation are not currently adopted for official anonymized microdata in Japan, it is worth examining the applicability of perturbative methods. Second, this paper proposes methods of quantitatively assessing the usage potential and degree of confidentiality for official microdata, and conducts a comparative analysis of information loss and degree of confidentiality of masked data using the R-U map. This method enables a relative measurement of information loss and degree of confidentiality of masked data using perturbation for Japanese microdata.


Based on administrative and survey data as well as data-based assumptions about the bounds on alien address reporting, this study provides estimates of the lower and upper bounds for the cumulative net emigration rates, by country and area of origin, of the FY1971 cohort of legal immigrants to the United States as of January 1979. The merged data indicate that the cumulative net emigration rate for the entire cohort could have been as high as 50 percent. Canadian emigration was probably between 51 and 55 percent. Emigration rates for legal immigrants from Central America, the Caribbean (excluding Cuba), and South America were at least as high as 50 percent, and could have been as high as 70 percent. Emigration rates for Koreans and Chinese could not have exceeded 22 percent over the same period.


Linkage of household survey responses with administrative data is increasingly on the agenda. Unique individual identifiers have clear benefits for making linkages but are also subject to problems of survey item non-response and measurement error. Our experimental study that linked survey responses to UK government agency records on benefits and tax credits elucidates this trade-off. We compare five linkage criteria: one based on a respondent-supplied National Insurance Number (NINO) and the other four using different combinations of sex, name, address and date of birth. As many linkages were made using non-NINO-based matches as were made using matches on NINO and the former were also relatively accurate when assessed in terms of false-positive and false-negative linkage rates. The potential returns from hierarchical and pooled matching are also examined.

We provide both a theoretical and empirical analysis of the relation between administrative and survey data. By distinguishing between different sources of deviations between survey and administrative data we are able to reproduce several stylized facts. We illustrate the implications of different error sources for estimation in (simple) econometric models and find potentially very substantial biases. This article shows the sensitivity of some findings in the literature for the assumption that administrative data represent the truth. In particular, the common finding of substantial mean reversion in survey data largely goes away once we allow for a richer error structure.


Ensuring the security of personal data, particularly in terms of access controls, is becoming progressively more challenging. The most widely deployed authentication method, a user name plus a password, increasingly appears to be unfit-for-purpose. A more robust technique for maintaining the security of personal data is multi-factor authentication whereby two or more different types of credential are required. This approach is gaining traction, and in the European Union, some national data protection authorities are already recommending the use of multi-factor authentication as a means of complying with the obligation in the EU Data Protection Directive to take “appropriate technical and organisational measures to protect personal data”. A proposal to replace that Directive with a General Data Protection Regulation is at an advanced stage in the EU legislative process with enhanced data security a central feature of the proposed reform. This article examines how the proposed Regulation would be likely to change the standard for data security both in general terms and in specific ways that might have an impact on the use of multi-factor authentication. Other sources of EU guidance are also considered, together with the position under the national laws and regulatory practices of six EU Member States.


This article examines the problem of response error in survey earnings data. Comparing workers’ earnings reports in the U.S. Census Bureau’s Survey of Income and Program Participation (SIPP) to their detailed W-2 earnings records from the Social Security Administration, we employ ordinary least squares (OLS) and quantile regression models to assess the effects of earnings determinants and demographic variables on measurement errors in 2004 SIPP earnings in terms of bias and variance. Results show that measurement errors in earnings are not classical, but mean-reverting. The directions of bias for subpopulations are not constant, but varying across levels of earnings. Highly educated workers more correctly report their earnings than less educated workers at higher earnings levels, but they tend to over-report at lower earnings levels. Black workers with high earnings underreport to a greater degree than comparable whites, while black workers with low earnings over-report to a greater degree. Some subpopulations exhibit higher variances of measurement errors than others. Blacks, Hispanics, high school dropouts, part-year employed workers, and occupation switchers tend to misreport both over- and underreport their earnings rather than unilaterally in one direction. The implications of our findings are discussed.


Background: Health services and population health research often depends on the ready availability of administrative health data. However, the linkage of survey-based data to administrative data for health research purposes has raised concerns about privacy. Our aim
was to compare consent rates to data linkage in two samples of caregivers and describe characteristics associated with consenters. Methods: Subjects included caregivers of children admitted at birth to neonatal intensive care units (NICU) in British Columbia and caregivers of a sample of healthy children. Caregivers were asked to sign a consent form enabling researchers to link the survey information with theirs and their child's provincially collected health records. Bivariate analysis identified sample characteristics associated with consent. These were entered into logistic regression models. Results: The sample included 1,140 of 2,221 NICU children and 393 of 718 healthy children. The overall response rate was 55% and the response rate for located families was 67.1%. Consent to data linkage with the child data was given by 71.6% of respondents and with caregiver data by 671% of respondents. Families of healthy children were as likely to provide consent as families of NICU children. Higher rates of consent were associated with being a biological parent, not requiring survey reminders, involvement in a parent support group, not working full-time, having less healthy children, multiple births and higher income. Conclusion: The level of consent achieved suggests that when given a choice, most people are willing to permit researcher access to their personal health information for research purposes. There is scope for educating the public about the nature and importance of research that combines survey and administrative data to address important health questions.


Linking survey data with administrative records is becoming more common in the social sciences in recent years. Regulatory frameworks require the respondent's consent to this procedure in most cases. Similar to non-response, non-consent may lead to selective samples and could pose a problem when using the combined data for analyses. Thus investigating the selectivity and the determinants of the consent decision is important in order to find ways to reduce non-consent. Adapting the survey participation model by Groves and Couper (1998), this paper identifies different areas influencing the respondents' willingness to consent. In addition to control variables at the individual and household level, two further areas of interest are included: the interview situation and the characteristics of the interviewer. A multilevel approach highlights the importance of the interviewer for the consent decision: the empty model shows an intra-class correlation of 55%, which can be reduced to 35% in a full model including interviewer variables. An additional analysis including measures of interviewer performance shows that there are further unobserved interviewer characteristics that influence the respondents consent decision. The results suggest that although respondent and household characteristics are important for the consent decision, a large part of the variation in the data is explained by the interviewers. This finding stresses the importance of the interviewers not only as an integral part in data collection efforts, but also as the direct link to gain a respondent's consent for linking survey data with administrative records.


Linking survey and administrative data offers the potential for many new research opportunities for scientific and policy-related projects. While the number of linking projects in labor economics has been growing, the number is still very small. Growth in the number of projects has been slowed by concerns for individual privacy since consent to share administrative data is rarely available unless obtained explicitly through surveys that request such permission from respondents. As a result, legal constraints on the use of administrative data limit access to linked data and reduce the number of variables available for analysis because of the need to anonymize the data. Issues of privacy and consent remain the main challenge when linking both data sources. To ease these bottlenecks, policymakers, who have a lot to gain from the findings of research using linked data, should facilitate data linkage projects for scientific research. Doing so would result in the more efficient use of existing records and could also spark new research projects that may contribute novel insights and allow for drawing more reliable policy conclusions.
Lawrence, D., Christensen, D., Mitrou, F., Draper, G., Davis, G., McKeown, S., ... Zubrick, S. R. (2012). Adjusting for under-identification of Aboriginal and/or Torres Strait Islander births in time series produced from birth records: Using record linkage of survey data and administrative data sources. *Bmc Medical Research Methodology, 12.*

**Background:** Statistical time series derived from administrative data sets form key indicators in measuring progress in addressing disadvantage in Aboriginal and Torres Strait Islander populations in Australia. However, inconsistencies in the reporting of Indigenous status can cause difficulties in producing reliable indicators. External data sources, such as survey data, provide a means of assessing the consistency of administrative data and may be used to adjust statistics based on administrative data sources. Methods: We used record linkage between a large-scale survey (the Western Australian Aboriginal Child Health Survey), and two administrative data sources (the Western Australia (WA) Register of Births and the WA Midwives’ Notification System) to compare the degree of consistency in determining Indigenous status of children between the two sources. We then used a logistic regression model predicting probability of consistency between the two sources to estimate the probability of each record on the two administrative data sources being identified as being of Aboriginal and/or Torres Strait Islander origin in a survey. By summing these probabilities we produced model-adjusted time series of neonatal outcomes for Aboriginal and/or Torres Strait Islander births. Results: Compared to survey data, information based only on the two administrative data sources identified substantially fewer Aboriginal and/or Torres Strait Islander births. However, these births were not randomly distributed. Births of children identified as being of Aboriginal and/or Torres Strait Islander origin in the survey only were more likely to be living in urban areas, in less disadvantaged areas, and to have only one parent who identifies as being of Aboriginal and/or Torres Strait Islander origin, particularly the father. They were also more likely to have better health and wellbeing outcomes. Applying an adjustment model based on the linked survey data increased the estimated number of Aboriginal and/or Torres Strait Islander births in WA by around 25%, however this increase was accompanied by lower overall proportions of low birth weight and low gestational age babies. Conclusions: Record linkage of survey data to administrative data sets is useful to validate the quality of recording of demographic information in administrative data sources, and such information can be used to adjust for differential identification in administrative data.


Record linkage is the task of quickly and accurately identifying records corresponding to the same entity from one or more data sources. Record linkage is also known as data cleaning, entity reconciliation or identification and the merge/purge problem. This paper presents the “standard” probabilistic record linkage model and the associated algorithm. Recent work in information retrieval, federated database systems and data mining have proposed alternatives to key components of the standard algorithm. The impact of these alternatives on the standard approach are assessed. The key question is whether and how these new alternatives are better in terms of time, accuracy and degree of automation for a particular record linkage application.


**Background:** Administrative and survey data are two key data sources for population-based health research about chronic disease. The objectives of this methodological paper are to: (1) estimate agreement between the two data sources for irritable bowel syndrome (IBS) and compare the results to those for inflammatory bowel disease (IBD); (2) compare the frequency of IBS-related diagnoses in administrative data for survey respondents with and without self-reported IBS, and (3) estimate IBS prevalence from both sources. Methods: This retrospective cohort study used linked administrative and health survey data for 5,134 adults from the province of Manitoba, Canada. Diagnoses in hospital and physician administrative data were investigated for respondents with self-reported IBS, IBD, and no bowel disorder. Agreement
between survey and administrative data was estimated using the kappa statistic. The chi(2) statistic tested the association between the frequency of IBS-related diagnoses and self-reported IBS. Crude, sex-specific, and age-specific IBS prevalence estimates were calculated from both sources. Results: Overall, 3.0% of the cohort had self-reported IBS, 0.8% had self-reported IBD, and 95.3% reported no bowel disorder. Agreement was poor to fair for IBS and substantially higher for IBD. The most frequent IBS-related diagnoses among the cohort were anxiety disorders (34.4%), symptoms of the abdomen and pelvis (26.9%), and diverticulitis of the intestine (10.6%). Crude IBS prevalence estimates from both sources were lower than those reported previously. Conclusions: Poor agreement between administrative and survey data for IBS may account for differences in the results of health services and outcomes research using these sources. Further research is needed to identify the optimal method(s) to ascertain IBS cases in both data sources.


Objectives: To investigate the nature and potential implications of under-reporting of morbidity information in administrative hospital data. Setting and participants: Retrospective analysis of linked self-report and administrative hospital data for 32 832 participants in the large-scale cohort study (45 and Up Study), who joined the study from 2006 to 2009 and who were admitted to 313 hospitals in New South Wales, Australia, for at least an overnight stay, up to a year prior to study entry. Outcome measures: Agreement between self-report and recording of six morbidities in administrative hospital data, and between-hospital variation and predictors of positive agreement between the two data sources. Results: Agreement between data sources was good for diabetes (kappa = 0.79); moderate for smoking (kappa = 0.59); fair for heart disease, stroke and hypertension (kappa = 0.40, kappa = 0.30 and kappa = 0.24, respectively); and poor for obesity (kappa = 0.09), indicating that a large number of individuals with self-reported morbidities did not have a corresponding diagnosis coded in their hospital records. Significant between-hospital variation was found (ranging from 8% of unexplained variation for diabetes to 22% for heart disease), with higher agreement in public and large hospitals, and hospitals with greater depth of coding. Conclusions: The recording of six common health conditions in administrative hospital data is highly variable, and for some conditions, very poor. To support more valid performance comparisons, it is important to stratify or control for factors that predict the completeness of recording, including hospital depth of coding and hospital type (public/private), and to increase efforts to standardise recording across hospitals. Studies using these conditions for risk adjustment should also be cautious of their use in smaller hospitals.


The authors explore how to define a welfare spell and how well surveys measure welfare spells. By comparing survey and administrative data from the Work Pays Demonstration Project in California on the receipt of Aid to Families with Dependent Children (AFDC), they find that a substantial amount of administrative churning occurs in administrative data. Through a mixing model of several break lengths, the authors find that a single definition of a break in welfare is not applicable to all respondents. Additionally, it appears that there is substantial variation in the break lengths respondents utilize. Finally, the authors show that the complexity of defining an accurate break in spells creates difficulties for detecting biases in survey responses.


How can biometric systems be developed and run in compliance with European data protection legislation? The German TeleTrusT Association (www.teletrust.de) provides relevant information for manufacturers, vendors and users of biometric systems in a White Paper.
following article gives an overview on most relevant data protection principles in the context of biometric systems, related threats and possible countermeasures, based on the mentioned White Paper.


The article discusses about the importance of privacy and personal data and their protection in Western Europe. The author discusses the issues surrounding the protection of data. The pressure on governments of different countries in Western Europe into enacting the legislation to protect privacy and personal data is presented. He also mentions the issues encountered such as the definition of “privacy” and key features of legislation such as regulation and the revisions made by the British Parliament. An overview of other versions of data protection laws enacted in other countries in the western part of Europe is also presented.


This study expands our knowledge of consent in linking survey and administrative data by studying respondents’ behaviour when consenting to link their own records and when consenting to link those of their children. It develops and tests a number of hypothesised mechanisms of consent, some of which were not explored in the past. The hypotheses cover: parental pride, privacy concerns, loyalty to the survey, pre-existing relations with the agency holding the data, and interviewer effects. The study uses data from the longitudinal Millennium Cohort Study to analyse the correlates of consent in multiple domains (i.e. linkage of education, health and economic records). The findings show that respondent's behaviour varies depending on the consent domain and on the person within the household for whom consent is sought. In particular, the cohort member's cognitive skills and the main respondent's privacy concerns have differential effects on consent. On the other hand, loyalty to the survey proxied by the longitudinal response history has a significant and strong impact on consent irrespective of the outcome. The findings also show that interviewers account for a large proportion of variations in consent even after controlling for the characteristics of the interviewer's assignment area. In total, it is possible to conclude that the significant impact of some of the correlates will lead to sample bias which needs to be accounted for when working with linked survey and administrative data.


Background: National screening programs have reduced cervical cancer mortality; however participation in these programs varies according to women’s personal and social characteristics. Research into these inequalities has been limited by reliance on self-reported service use data that is potentially biased, or administrative data that lacks personal detail. We address these limitations and extend existing research by examining rates and correlates of cervical screening in a large epidemiological survey with linked administrative data. Methods: The cross-sectional sample included 1685 women aged 44-48 and 64-68 years from the Australian Capital Territory and Queanbeyan, Australia. Relative risk was assessed by logistic regression models and summary Population Attributable Risk (PAR) was used to quantify the effect of inequalities on rates of cervical cancer screening. Results: Overall, 60.5% of women participated in screening over the two-year period recommended by Australian guidelines. Screening participation was associated with having children, moderate or high use of health services, employment, reported lifetime history of drug use, and better physical functioning. Conversely, rates of cervical screening were lower amongst women who were older, reliant on welfare, obese, current smokers, reported childhood sexual abuse, and those with anxiety symptoms. A summary PAR showed that effective targeting of women with readily observable risk-factors (no children, no partner, receiving income support payments, not working, obese, current smoker, anxiety, poor physical health, and low overall health service use) could potentially reduce overall non-participation in screening by 74%. Conclusions: This study illustrates a valuable method for investigating the personal determinants of health service use.
by combining representative survey data with linked administrative records. Reliable knowledge about the characteristics that predict uptake of cervical cancer screening services will inform targeted health promotion efforts.


In the past 10 years, the Member States of the European Union (EU) have intensified their exchange of information for the purposes of preventing and combating serious cross-border crime, as manifested in three main aspects. Firstly, there is a need to ensure the practical application of innovative principles (availability, mutual recognition) and concepts (Information Management Strategy, European Information Exchange Model) for tackling criminal organisations and networks that threaten the Internal Security of the EU. Secondly, there has been a gradual consolidation of EU agencies and bodies (Eurojust, Europol) aimed at promoting cooperation and dialogue among law enforcement officials and judicial authorities responsible for preventing and combating drug trafficking, trafficking in human beings, child pornography, and other serious trans-national offences. Thirdly, important EU information systems and databases (Prüm, SIS-II, ECRIS) have been created, enabling law enforcement and judicial authorities to gain access to essential information on criminal phenomena and organisations. Pursuing a practice-orientated approach, this work provides comprehensive coverage of all these measures, as well as the applicable rules governing data quality, data protection and data security. It is especially intended for law enforcement and judicial authorities who need to develop the appropriate expertise for the practical application of the above-mentioned principles. It also offers a solid basis of practical training material for police training centres and judicial schools.


Since their origins in seventeenth-century Sweden, population registers have been kept at local level, and computerization has now made it possible to establish national registers in most of the 30 European countries analysed in this article. As a result of these registers, the production of demographic statistics has entered a new era, with many advantages but also ethical controversies. New questions arise, such as the definition of residents, double counting and data confidentiality. This article describes and compares the operational principles of central registers in various EU countries, and how individual data are extracted in order to produce demographic statistics. It is now possible to regularly monitor the individual demographic trajectories of the entire population at national level, and to reveal interactions between the demographic behaviours of individuals in a single household. Given the many opportunities afforded by longitudinal analysis, support from researchers would be particularly beneficial, and efforts must be made to facilitate access to individual data.


A comprehensive guide to implementing SAE methods for poverty studies and poverty mapping. There is an increasingly urgent demand for poverty and living conditions data, in relation to local areas and/or subpopulations. Policy makers and stakeholders need indicators and maps of poverty and living conditions in order to formulate and implement policies, (re)distribute resources, and measure the effect of local policy actions. Small Area Estimation (SAE) plays a crucial role in producing statistically sound estimates for poverty mapping. This book offers a comprehensive source of information regarding the use of SAE methods adapted to these distinctive features of poverty data derived from surveys and administrative archives. The book covers the definition of poverty indicators, data collection, including surveys and administrative data sources, and methods to integrate them, the impact of sampling design, weighting and variance estimation, the issue of SAE modelling and robustness, the spatio-temporal modelling of poverty, and the SAE of the distribution function of income and inequalities. Examples of data analyses and applications are provided, and the book is
supported by a website describing scripts written in SAS or R software, which accompany the majority of the presented methods.


**Background and Objective:** The accuracy of comorbidity data within the Western Australian Data Linkage System was evaluated by means of comparison with hospital charts and a general practitioner (GP) survey. **Methods:** Patients (*n* = 2,037) with a hospital admission from 1991 to 1996 were selected. Linked data were extracted for 100 comorbidities, categorized into 16 diagnostic chapters, for each hospital admission within a 5-year period. Clinical chart review and a GP survey were performed. Comorbidity occurrence in each data source and false-positive and false-negative diagnoses were ascertained. **Results:** Administrative data contained 45.5% of comorbidity recorded in hospital charts and under ascertained secondary conditions for all 16 diagnostic chapters. False-positive diagnoses were low for most conditions (range: 0-1.5%); however, a high occurrence of false negatives existed for all comorbidity chapters (range: 16.3-91.3%). GP-identified comorbidity was 20.0% greater than that found using administrative data but, with the exceptions of injury-poisoning and cutaneous-subcutaneous disease was less (42.0%) than that observed from hospital charts. **Conclusion:** Our results indicate that when accurate comorbidity data are crucial to health outcome research, hospital chart review (as opposed to using administrative data) may be required. Furthermore, surveying GPs, at least in Australia appears an unsatisfactory alternative to hospital charts for obtaining retrospective comorbidity information.


**Using population representative survey data from the German Socio-Economic Panel (SOEP) and administrative pension records from the Statutory Pension Insurance, the authors compare four statistical matching techniques to complement survey information on net worth with social security wealth (SSW) information from the administrative records. The unique properties of the linked data allow for a straight control of the quality of matches under each technique.** Based on various evaluation criteria, Mahalanobis distance matching performs best. Exploiting the advantages of the newly assembled data, the authors include SSW in a wealth inequality analysis. Despite its quantitative relevance, SSW is thus far omitted from such analyses because adequate micro data are lacking. The inclusion of SSW doubles the level of net worth and decreases inequality by almost 25 percent. Moreover, the results reveal striking differences along occupational lines.


**Administrative records are increasingly being linked to survey records to heighten the utility of the survey data. Respondent consent is usually needed to perform exact record linkage; however, not all respondents agree to this request and several studies have found significant differences between consenting and non-consenting respondents on the survey variables. To the extent that these survey variables are related to variables in the administrative data, the resulting administrative estimates can be biased due to non-consent. Estimating non-consent biases for linked administrative estimates is complicated by the fact that administrative records are typically not available for the non-consenting respondents. The present study can overcome this limitation by utilizing a unique data source, the German Panel Study “Labour Market and Social Security” (PASS), and linking the consent indicator to the administrative records (available for the entire sample). This situation permits the estimation of non-consent biases for administrative variables and avoids the need to link the survey responses. The impact of non-consent bias can be assessed relative to other sources of bias (nonresponse, measurement) for several administrative estimates. The results show that non-consent biases are present for few estimates, but are generally small relative to other sources of bias.

Record linkage is becoming more important as survey budgets are tightening while at the same time demands for more statistical information are rising. Not all respondents consent to linking their survey answers to administrative records, threatening inferences made from linked data sets. So far, several studies have identified respondent-level attributes that are correlated with the likelihood of providing consent (e.g., age, education), but these factors are outside the control of the survey designer. In the present study three factors that are under the control of the survey designer are evaluated to assess whether they impact respondents' likelihood of linkage consent: 1) the wording of the consent question; 2) the placement of the consent question and; 3) interviewer attributes (e.g., attitudes toward data sharing and consent, experience, expectations). Data from an experiment were used to assess the impact of the first two and data from an interviewer survey that was administered prior to the start of data collection are used to examine the third. The results show that in a telephone setting: 1) indicating time savings in the wording of the consent question had no effect on the consent rate; 2) placement of the consent question at the beginning of the questionnaire achieved a higher consent rate than at the end and; 3) interviewers' who themselves would be willing to consent to data linkage requests were more likely to obtain linkage consent from respondents.


Across multiple African countries, discrepancies between administrative data and independent household surveys suggest official statistics systematically exaggerate development progress. We provide evidence for two distinct explanations of these discrepancies. First, governments misreport to foreign donors, as in the case of a results-based aid programme rewarding reported vaccination rates. Second, national governments are themselves misled by frontline service providers, as in the case of primary education, where official enrolment numbers diverged from survey estimates after funding shifted from user fees to per pupil government grants. Both syndromes highlight the need for incentive compatibility between data systems and funding rules.


PURPOSE: The ability to identify prevalent cases of diagnosed diabetes is crucial to monitoring preventative care practices and health outcomes among persons with diagnosed diabetes. METHODS: We conducted a comprehensive literature review to assess and summarize the validity of various strategies for identifying individuals with diagnosed diabetes and to examine the factors influencing the validity of these strategies. RESULTS: We found that studies using either administrative data or survey data were both adequately sensitive (i.e., identified the majority of cases of diagnosed diabetes) and highly specific (i.e., did not identify the individuals as having diabetes if they did not). In contrast, studies based on cause-of-death data from death certificates were not sensitive, failing to identify about 60% of decedents with diabetes and in most of these studies, researchers did not report specificity or positive predictive value. CONCLUSIONS: Surveillance is critical for tracking trends in diabetes and targeting diabetes prevention efforts. Several approaches can provide valuable data, although each has limitations. By understanding the limitations of the data, investigators will be able to estimate diabetes prevalence and improve surveillance of diabetes in the population. (C) 2004 Elsevier Inc. All rights reserved.


Studies involving the use of probabilistic record linkage are becoming increasingly common. However, the methods underpinning probabilistic record linkage are not widely taught or
understood, and therefore these studies can appear to be a ‘black box’ research tool. In this article, we aim to describe the process of probabilistic record linkage through a simple exemplar. We first introduce the concept of deterministic linkage and contrast this with probabilistic linkage. We illustrate each step of the process using a simple exemplar and describe the data structure required to perform a probabilistic linkage. We describe the process of calculating and interpreting matched weights and how to convert matched weights into posterior probabilities of a match using Bayes theorem. We conclude this article with a brief discussion of some of the computational demands of record linkage, how you might assess the quality of your linkage algorithm, and how epidemiologists can maximize the value of their record-linked research using robust record linkage methods.


The federal system in Germany necessitates that in addition to federal laws, country and church-specific legislations must also be considered during the evaluation of relevant legal stipulations concerning data protection. Furthermore, there are also special legal regulations for hospitals in almost every federal state which are governed by the principle of subsidiarity: special legal regulations are to be preferentially used, so that findings from one federal state are difficult to transfer to another federal state. Patient data may only be used and processed without legal regulations with informed consent of the patient. The use of patient data for purposes of quality assurance, research and further education of students and doctors is possible under the present laws according to a positive weighting of interests. Patient data can also be exchanged via online services for the purposes of patient care; however, informed consent of the patient for medical online services is almost always unavoidable.


Objectives: The objective of this study was to evaluate an administrative data-based risk adjustment method for predicting physician utilization and the contribution of survey-derived indicators of health status. The results of this study will support the use of administrative data for planning, reimbursement, and assessing equity of physician utilization. Methods: The Ontario portion of the 2000-2001 Canadian Community Health Survey was linked with administrative physician claims data from 2002-2003 and 2003-2004. Explanatory models of family physician (FP) and specialist physician (SP) utilization were run using demographic information and The Johns Hopkins University Adjusted Clinical Groups (ACG) Case-mix System. Survey-based measures of health status were then added to the models. The coefficient of determination, R, indicated the models’ explanatory power. Results: The study sample consisted of 25,558 individuals aged 20 to 79 years representing approximately 7.8 million people. Over the 2 years of study period, 82.5% of the study population had a FP visit with a median of 6 visits and 53.2% had a SP visit with a median of 1 visit. The R2 values based on administrative data alone were 33% and 21% for the frequency of FP and SP visits and 16% and 35% for having one or more visit to an FPs and SPs, respectively. The addition of the survey-based measures to the administrative data-based models produced less than a 2% increase in explanatory power for any outcome. Conclusion: Administrative data-based measures of morbidity burden are valid and useful indicators of future physician utilization. The survey-derived measures used in this study did not contribute significantly to models on the basis of administrative data-based measures. These findings support the future use of administrative data-based data and Adjusted Clinical Groups for planning, reimbursement, and research.


The European Union (EU) approach to data protection consists of assessing the adequacy of the data protection offered by the laws of a particular jurisdiction against a set of principles that
includes purpose limitation, transparency, quality, proportionality, security, access, and rectification. The EU's Data Protection Directive sets conditions on the transfer of data to third countries by prohibiting Member States from transferring to such countries as have been deemed inadequate in terms of the data protection regimes. In theory, each jurisdiction is evaluated similarly and must be found fully compliant with the EU’s data protection principles to be considered adequate. In practice, the inconsistency with which these evaluations are made presents a hurdle to international data-sharing and makes difficult the integration of different data-sharing approaches; in the 20 years since the Directive was first adopted, the laws of only five countries from outside of the EU, Economic Area, or the European Free Trade Agreement have been deemed adequate to engage in data transfers without the need for further administrative safeguards.


Revelations on the NSA surveillance programs have raised many questions in people’s mind on the use of personal data and how personal data are analysed and for which purpose. But do users know that Facebook analyses everything they type and not publish? We (users) spend a lot of time considering what to post on Facebook. Should I argue that political point my friends have made? Should I comment on a friend's status? Do my friends need to see yet another picture of my pet or baby? Most of us have, at one point or another, started typing something and then regretted it and deleted the post. However, the code in our browser that powers Facebook remembers what we typed, even though we decide to delete it. This means that posts we explicitly choose not to share are not entirely private. Facebook calls these unpublished posts "self-censorship". A recent paper written by two Facebookers reveals how Facebook monitors and uses such unpublished thoughts. The question is whether this practice is covered by the Facebook Data Use Policy? The policy does not refer explicitly if Facebook manage self-censorship behavior. Moreover, while Facebook does not consider this practice a privacy violation, I argue that it clearly raises privacy and data protection issues. Under EU law, personal data can only be gathered legally under strict conditions, for a legitimate purpose. In this article I will analyse, using Facebook’s self-censorship practices as an example, whether this practice is consistent with EU data protection law.


Recent years have seen widespread use of small-area maps based on census data enriched by relationships estimated from household surveys that predict variables, such as income, not covered by the census. The purpose is to obtain putatively precise estimates of poverty and inequality for small areas for which no or few observations are available in the survey. We argue that to usefully match survey and census data in this way requires a degree of spatial homogeneity for which the method provides no basis and which is unlikely to be satisfied in practice. We document the potential empirical relevance of such concerns using data from the 2000 census of Mexico.


Objective. To compare and validate self-reported telephone survey and administrative data for two Health Plan Employer Data and Information Set (HEDIS) performance measures: mammography and diabetic retinal exams. Data. Sources/Study Setting. A telephone survey was administered to approximately 700 women and 600 persons with diabetes randomly chosen from each of two health maintenance organizations (HMOs). Study Design. Agreement of survey and administrative data was assessed by using kappa coefficients. Validity measures were assessed by comparing survey and administrative data results to a standard: when the two sources agreed, that was accepted as the standard; when they differed, confirmatory information was sought from medical records to establish the standard. When confirmatory information was not available ranges of estimates consistent with the data were constructed by first assuming that all persons for whom no information was available had received the service.
and alternately that they had not received the service. Principal Findings. The kappas for mammography were .65 at both HMOs; for retinal exam they were .38 and .40. Sensitivity for both data sources was consistently high. However, specificity was lower for survey (range .44 to .66) than administrative data (.99 to 1.00). The positive predictive value was high for mammography using either data source but differed for retinal exam (survey .69 to .78; administrative data .99 to 1.00). Conclusions. Administrative and survey data performed consistently in both HMOs. Although administrative data appeared to have greater specificity than survey data the validity and utility of different data sources for performance measurement have only begun to be explored.


Statistical systems are a consequence of evolution, and the level of data integration that is achieved is often an indication of the degree of system development. Almost all national statistical agencies in the world integrate administrative data with their survey and census information to some degree in order to complement, supplement or replace survey information, or to assist with frame maintenance. This paper reconstructs the development and evolution of the Canadian agricultural statistical system as it relates to the expanding and increasingly important role of administrative data. The degree to which administrative data are integrated depends on a number of factors, the most important being: (1) the degree of maturity of the country's statistical system, (2) the quality and the amount of information available from the government's administrative and regulatory programs, (3) well-trained and experienced staff, (4) funding, and (5) cooperation among government agencies. Most countries appear to have gone through an evolutionary process in establishing their agricultural statistical system and most systems are developed with an internal capacity for renewal and adjustment. This allows them to respond to changing conditions and needs, and to remain relevant. The actual route that is followed, however, is highly dependent on the amount of resources available for the program, the availability of experienced professionals to develop and maintain the system, and the statistical toolbox that they are able to use.


Both the European Union and the Council of Europe have a bearing on privacy in genomic databases and biobanking. In terms of legislation, the processing of personal data as it relates to the right to privacy is currently largely regulated in Europe by Directive 95/46/EC, which requires that processing be fair and lawful and follow a set of principles, meaning that the data be processed only for stated purposes, be sufficient for the purposes of the processing, be kept only for so long as is necessary to achieve those purposes, and be kept securely and only in an identifiable state for such time as is necessary for the processing. The European privacy regime does not require the de-identification (anonymization) of personal data used in genomic databases or biobanks, and alongside this practice informed consent as well as governance and oversight mechanisms provide for the protection of genomic data.


Direct and indirect methods of estimating levels and age-patterns in mortality and fertility, using survey, census, vital statistics and population register data. Estimates based on these different types of data sources are compared to arrive at final estimates of fertility and mortality.


Background. Non-response analysis is often restricted to the influence of age, sex and socioeconomic status on response status. In this study the health status of responders and non-responders was also compared. Results. Responders were comparable to non-responders with regard to the number of diagnosed disorders as well as to the prevalences of disorders within body systems. Non-responders only showed psychological disorders more often.
Conclusion. It is useful to assess the relation between non-response and morbidity patterns in other studies as well, in order to detect selective non-response and bias.


Objectives: Directive 2011/24/EU was designed to clarify the rights of EU citizens in evaluating, accessing and obtaining reimbursement for cross-border care. Based on three regional case studies, the authors attempted to assess the added value of the Directive in helping clarify issues in to two key areas that have been identified as barriers to cross-border care: liability and data protection. Study design: Qualitative case study employing secondary data sources including research of jurisprudence that set up a Legal framework as a base to investigate liability and data protection in the context of cross-border projects. Methods: By means of three case studies that have tackled liability and data protection hurdles in cross-border care implementation, this article attempts to provide insight into legal certainty and uncertainty regarding cross-border care in Europe. Results: The case studies reveal that the Directive has not resolved core uncertainties related to liability and data protection issues within cross-border health care. Some issues related to the practice of cross-border health care in Europe have been further clarified by the Directive and some direction has been given to possible solutions for issues connected to liability and data protection. Conclusions: Directive 2011/24/EU is clearly a transposition of existing regulations on data protection and ECJ case law, plus a set of additional, mostly, voluntary rules that might enhance regional border cooperation. Therefore, as shown in the case studies, a practical and case by case approach is still necessary in designing and providing cross-border care.


This study compares administrative and survey data on BC welfare (social assistance) recipients, to test whether survey data is sufficiently accurate for use in policy-oriented research. BC welfare and education data is compared to the 1994 Public Use Microdata (BC sample) of Statistics Canada's Survey of Labour and Income Dynamics (SLID). BC 1994 SLID significantly understates welfare dependence, and overstates education levels of BC welfare recipients. Statistics Canada should lead a national initiative to make provincial administrative datasets available for research; and should use these data to improve key national longitudinal social research surveys such as SLID, NLSCY, and NPHS.


Certain clusters may be extremely influential on survey estimates and consequently contribute disproportionately to their variance. We propose a general approach to estimation that downweights highly influential clusters, with the amount of downweighting based on M-estimation applied to the empirical influence of the clusters. The method is motivated by a problem in census coverage estimation, and we illustrate it by using data from the 1990 Post Enumeration Survey (PES). In this context, an objective, prespecified methodology for handling influential observations is essential to avoid having to justify judgmental post hoc adjustment of weights. In 1990, both extreme weights and large errors in the census led to extreme influence. We estimated influence by Taylor linearization of the survey estimator, and we applied M-estimators based on the t distribution and the Huber psi -function. As predicted by theory, the robust procedures greatly reduced the estimated variance of estimated coverage rates, more so than did truncation of weights. On the other hand, the procedure may introduce bias into survey estimates when the distributions of the influence statistics are asymmetric. We consider the properties of the estimators in the presence of asymmetry, and we demonstrate techniques for assessing the bias-variance trade-off, finding that estimated mean squared error is reduced...
by applying the robust procedure to our dataset. We also suggest PES design improvements to reduce the impact of influential clusters.


*Dual-system measurement of census coverage using a post-enumeration survey has been criticized for correlation bias, resulting when responses to the census and survey are not independent. A third system provides additional information to assess that independence. This study focuses on urban Black male adults, using data from the 1988 Dress Rehearsal Census and its Post-Enumeration Survey and from other government sources. Results using a variety of models confirm that their population is underestimated by dual-system methods. Problems involving classification and matching errors are also discussed. The results suggest that triple-system modelling has great potential for more precise estimation of the hard-to-count population and its census coverage.*


*The sharing of samples and data stored in biobanks for research has implications for donor privacy, but also raises questions on the regulation of research within Europe. Many legal documents and principles within Europe, with a direct impact on biobanking, have not been developed specifically to support this activity. Moreover, while some new regulations have been set up at national level, there are many variations in the definitions, scope and purpose of these legal instruments. This has resulted in unnecessary hurdles for genome-based research, particularly if samples are shared across national borders. The question is also raised on whether new, specific legislative and governance frameworks designed for biobanking are needed, or whether it is sufficient to modify current general law and to develop specific guidelines, or to accommodate issues raised by biobanking in the current regulation. A workshop with experts from academia and industry, lawyers, national data protection authorities, representatives from the European Commission and the European Data Protection Supervisor was held to review the existing legal bottlenecks and future needs of biobanking, with special regard to the collection, exchange and linkage of samples and data. This report presents highlights of the presentations and discussions from the workshop held in Sevilla, Spain, in March 2007 and the conclusions that followed. The workshop focused on the internal linkage of data and samples stored in a biobank, and the external linkage of biobanks with secondary information resources, such as cancer registries.*